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Abstract: 
The 2022 Buffalo blizzard was a catastrophic winter storm that struck Buffalo, New York in the 
week of Christmas in 2022. It claimed 47 lives and left much of the region stranded for the holiday 
week. In this disaster, the 311 call service was used by many residents to request help for issues 
due to the blizzard. This study examines these 311 help requests and their potential disparities 
across communities. Specifically, we aim to: (1) understand the spatial and temporal distributions 
of different types of 311 help requests; (2) identify the physical and social vulnerability factors, as 
well as human behavior factors, that are associated with the use of 311 calls. Methodologically, we 
leverage both explainable geospatial artificial intelligence (GeoAI) methods and statistical analysis 
to analyze 311 help requests and their associated factors. Our analysis shows significant spatial 
disparities in 311 help requests across communities. Results from explainable GeoAI and 
statistical analysis also reveal complementary insights on key factors associated with 311 help 
requests, such as historical 311 request behavior and percentage of minority population. These 
results could inform future disaster management decisions and help mitigate the negative impacts 
of winter storm disasters. 
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1. Introduction 

The 2022 Buffalo blizzard was a catastrophic winter storm that slammed the city of Buffalo and 
the surrounding region during the week of Christmas. It came in with hurricane-force winds and 
brought severe whiteout conditions, over 50 inches of snow, and wind chill temperatures 30 
degrees below zero Fahrenheit [1]. Despite the fact that Buffalo is a city highly experienced with 
managing snow, this disaster claimed the lives of 47 people and left much of the region stranded 
during Christmas [2,3]. Understanding the impacts of this blizzard on local communities can 
inform future disaster management decisions and help mitigate the negative impacts of winter 
storm disasters. 

    In this disaster, the 311 call service was one of the major channels used by many residents to 
request help for issues due to the blizzard [1,4]. Examples of these 311 help requests include snow 
plowing, removing trees that were damaged or blown down by the hurricane-force winds, and 
delayed garbage pickups due to roads being impassable from snow. While issues reported in 311 
calls are probably less severe as some other emergencies (e.g., deaths and hospitalizations), they 
reflect various disruptions caused by a disaster on people and their communities. Studying these 
311-reported issues, therefore, can help improve our understanding of these disruptions and their 
potential inequities, and may inform future city investments to enhance community resilience. 
Thanks to the Open Data Initiatives in many U.S. cities [5], 311 call data are often made publicly 
available, including in the City of Buffalo. This study uses 311 help requests as a lens to 
understand the impacts of the 2022 blizzard on communities and the potential impact disparities.  

Previous research has utilized 311 call data to study disasters, which has focused on three main 
topics. The first topic is assessing disaster impacts and community needs. For example, 311 call 
data has been used to assess the impacts of flooding in Hurricane Harvey [6], to identify 
short-term and long-term community needs following Hurricane Sandy [7], and to examine the 
impacts of burst water pipes during the Texas winter storm in 2021 [8]. The second topic is 
evaluating the effectiveness of government agencies in responding to disaster-related issues. Zobel 
et al. [9] developed a metric based on the number of 311 requests that have not been addressed 
each day for comparing the performance of different government agencies in New York City 
following several disasters, such as Hurricanes Irene and Sandy. The third topic is predicting 
future community needs based on historical 311 call data. Researchers used spatial and temporal 
patterns of historical 311 calls  and also developed methods to predict potential future needs and to 
help government agencies better prepare for future disasters [10,11].  

While 311 call data has been used in other previous disasters, this current study investigates 
the 311 help requests in the catastrophic Buffalo blizzard in 2022. More broadly, this study is 
among the smaller number of studies that examine the impacts of winter storm disasters. Winter 
storms have led to significant damages and disruptions in not only Buffalo but also many other 
geographic regions. For example, the Texas winter storm in 2021 was considered as the costliest 
natural disaster in the history of Texas [12,13]. The 2024 Iowa blizzard in January brought the 
coldest temperatures in over one hundred years in the region and stranded hundreds of thousands 
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of households in the state [14,15]. This study, therefore, contributes to winter storm disaster 
research by improving our understanding of winter storm impacts and the potential impact 
disparities across communities.     

More specifically, we aim to answer two research questions (RQs) in this study:  

RQ1: What are the spatial and temporal distributions of the 311 help requests for different 
issues due to the blizzard?  

RQ2: What are the factors, such as physical and social vulnerability factors and human 
behavior factors, that are associated with the 311 help requests?  

In addition to answering the two RQs, this study also explores the use of new methodologies 
for disaster research. In particular, we explore the combination of explainable geospatial artificial 
intelligence (GeoAI) methods and statistical analysis to identify factors associated with 311 help 
requests. There has been an increasing interest in using AI for disaster research [16–18]. GeoAI 
methods, i.e., methods that integrate geospatial principles and AI, are promising new approaches 
for analyzing the geospatial data that are frequently involved in disaster research [19,20]. In this 
study, we use GeoAI methods and statistical analysis in a complementary manner: GeoAI methods 
are used for identifying factors for predicting potential future 311 help requests, while statistical 
analysis methods are used for identifying factors associated with existing 311 help requests. An 
explainable AI framework is further employed to explain the results of the GeoAI methods.  

The remainder of this paper is organized as follows. Section 2 describes the study area and 
data. Section 3 presents our study design as well as the GeoAI and statistical methods used for 
data analysis. Section 4 presents the results, including the spatial and temporal distributions of the 
311 help requests and the complementary results from the GeoAI and statistical methods. Section 
5 discusses the implications of the results from both a disaster management perspective and a 
methodological perspective. Finally, Section 6 concludes this work.     

 

2. Study area and data 
2.1. Study area and time period 

Our study area is the City of Buffalo which was severely affected by the 2022 blizzard [1,3]. We 
use census block group (CBG) as the geographic unit of our analysis, which offers a relatively fine 
spatial resolution with socioeconomic and demographic data available from the U.S. Census 
Bureau. We use CBGs to approximate communities in this study. Figure 1 shows the boundaries of 
the City of Buffalo and the CBGs.  
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Figure 1. The boundaries of Buffalo and the census block groups in this study. Data were obtained 
from the 2022 TIGER/line Shapefile from the U.S. Census Bureau.  

The time period of this study is from December 19, 2022 to January 15, 2023. We further 
divide this time period into three stages: preparation stage (December 19 to 22, 2022), blizzard 
stage (December 23 to 25, 2022), and recovery stage (December 26, 2022 to January 15, 2023).  
These three stages are determined based on the timeline of the blizzard and the response activities 
as documented by the reports from the City of Buffalo [1] and the New York State Division of 
Homeland Security and Emergency Services [3].  

2.2. Data 

We use the following data to study the impacts of the blizzard through the lens of 311 help 
requests and to examine the factors associated with these requests:  

311 help request data. This dataset contains 311 help requests in the City of Buffalo since the 
year of 2008. We obtained this dataset from the Open Data Portal of Buffalo. The whole dataset is 
organized as a large comma-separated value (CSV) file. Each row is a data record representing a 
311-reported issue that needs help, and each column represents an attribute of the issue. The 
attributes include the reference number of the 311 call, its open date, close date, reason of this 311 
request (e.g., snow plowing, damaged trees, and delayed garbage pickup), the ID and address of 
the property having the issue, and the CBG where the property is located. The 311 data does not 
have demographic information about the callers. We focus on the data in the study time period, 
i.e., between December 19, 2022 and January 15, 2023. 

Property assessment roll data. Because most 311 help requests are linked to specific 
properties, we use the property assessment roll data from the City of Buffalo to obtain more 
information about properties. This dataset provides detailed attributes about properties in the city, 
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including the ID and address of the property, property type (e.g., whether a property is residential, 
commercial, or manufacturing), year built, the assessed value of the property, and the CBG where 
the property is located. Values in this dataset (e.g., assessed property value) are based on a 
snapshot as of December 1st, 2022. We focus on residential properties only in this dataset, and 
derive three CBG-level property information: the total number of residential properties in a CBG, 
the median residential property value, and their median year built. 

Physical vulnerability data. We use snow depth data from the Snow Data Assimilation System 
(SNODAS) provided by the National Snow and Ice Data Center to represent the physical 
vulnerability of different CBGs during this blizzard. This dataset provides estimates of snow depth 
with a temporal resolution of daily and a spatial resolution of 1 kilometer. In addition to snow 
depth, we have also considered using wind speed to capture another aspect of physical 
vulnerability related to this blizzard. However, there is a lack of high-resolution wind speed data 
for the study area. For example, the wind speed data from ERA5 and ERA5-Land have coarse 
spatial resolutions of 31 kilometers and 9 kilometers respectively, resulting in the entire study area 
being mostly covered by a single pixel. Given this lack of high-resolution wind speed data, we 
focus on using snow depth data to represent physical vulnerability. We note that physical 
vulnerability in this study refers to the exposure of communities to the disaster (e.g., heavy snow) 
as used in some previous studies [21,22]. Physical vulnerability here does not imply structural or 
systemic weaknesses in the infrastructures or buildings of the affected communities, which are 
also frequently used in the literature [23]. 

Social vulnerability data. For social vulnerability, we use CBG-level socioeconomic and 
demographic data from the American Community Survey (ACS) of the Census. Four categories of 
social vulnerability variables are selected in this study, which are: (1) socioeconomic status, (2) 
household composition and disability, (3) minority status and language, and (4) housing and 
transportation. These four categories of variables are selected largely based on the Social 
Vulnerability Index (SVI) of the Centers for Disease Control and Prevention (CDC) [24] and the 
Social Vulnerability Index (SoVI) developed by Cutter et al. [25]. These two indices focus on 
factors that can adversely affect communities during disasters by taking into account the 
multidimensional nature of vulnerability. We collect CBG-level data for variables in these four 
categories from the website of the U.S. Census Bureau. 

Historical 311 request behavior data. The past behavior of people in using the 311 call service 
may affect their use of 311 during the blizzard. With this consideration, we also use help requests 
before the blizzard to represent the historical 311 request behaviors of different CBGs. We extract 
this historical data from the same 311 dataset from the City of Buffalo. Specifically, we use the 
311 help requests from the previous snow season in 2021 (from November 1, 2021 to February 28, 
2022) and also from the snow season of 2022 but before the blizzard (from November 1, 2022 to 
December 18, 2022). We extract the historical 311 request data for each CBG. We also extract the 
historical 311 request data in nearby CBGs (i.e., CBGs adjacent to the current CBG) based on the 
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consideration that the 311 call behavior of people in nearby CBGs might influence the behaviors 
of people in the current CBG as well. 

 

3. Methods 

3.1. Overview of the study design 

We aim to answer two research questions in this study: RQ1: What are the spatial and temporal 
distributions of the 311 help requests for different issues due to the blizzard? RQ2: What are the 
factors, such as physical and social vulnerability factors and human behavior factors, that are 
associated with the 311 help requests? To answer these two RQs, we design this study into two 
parts, as shown in Figure 2. To answer RQ1, we perform spatial and temporal visualizations and 
analysis on the 311 call data to understand their spatial and temporal patterns and disparities across 
communities. To answer RQ2, we use statistical models and machine learning models to examine 
the factors associated with 311 help requests. We test three spatial statistical models which are 
Spatial Lag Model (SLM), Spatial Error Model (SEM), and Geographically Weighted Regression 
(GWR) [22,26]. We also test three machine learning models which are Support Vector Machine 
(SVM), Random Forest (RF), and Geographical Random Forests (GRF) [27,28]. Among the three 
machine learning models, the GRF model is considered as a GeoAI model since it integrates 
geospatial principles with an AI model [29]. The best statistical model and the best machine 
learning model are then selected for result interpretation. An explainable AI framework, SHAP 
(SHapley Additive exPlanations) [30], is employed to explain the result of the best machine 
learning model. We choose to use statistical models first in our analysis since they have been 
widely used in the literature [22,31,32], while machine learning and AI models have gained 
increasing attention in more recent years. Therefore, this analytical sequence allows us to first 
obtain results from more established statistical models with good interpretability, and then 
compare the results with those from machine learning models to understand their similarities and 
differences.   
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Figure 2. An overview of the study design. (a) RQ1; (b) RQ2. 

3.2. Data preprocessing 

3.2.1. Preprocessing 311 help request data  

We perform two preprocessing steps for the 311 help request data. First, we remove duplicate 311 
calls about the same issues from the data. These duplicate calls were likely made by some 
residents when their reported issues were not solved after some time. These calls share the pattern 
in that they were about the same issue and the same household address, and they were closed at 
exactly the same time (at the same seconds). We merge these duplicate calls to keep only one 
record per issue to reduce the potential influence of some residents who made multiple calls about 
the same issues. 326 duplicated calls are removed in this step. Second, we filter the 311 data to 
focus on requests for residential properties only. We focus on residential requests because most 
people were stuck at home during the blizzard, and they were likely to report issues affecting their 
residence. About 80% of the 311 requests during the study time period are linked to residential 
properties. While there also exist 311 requests about other types of properties (e.g., manufacturing 
facility, road intersection, and vacant land), the reporting of issues at these properties largely 
depends on whether a person happened to be there, and may not represent most issues at these 
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types of properties during the blizzard period. With this consideration, we focus on 311 help 
requests linked to residential properties. A total of 7559 requests are included in our analysis. 

After these two data preprocessing steps, we aggregate the 311 requests to CBGs to obtain 
CBG-level requests. Since CBGs with more properties may have more 311-reported issues by 
chance, we further normalize the number of 311 requests by the number of residential properties in 
the CBG using Equation (1) to obtain requests per property during the blizzard:   

                                                                                   ,                               (1) 𝑟𝑝𝑝
𝑗
 =  

𝑟
𝑗
 

𝑝
𝑗

 ×  100

where  refers to requests per property in CBG ;  is the number of requests linked to 𝑟𝑝𝑝
𝑗

𝑗 𝑟
𝑗

residential properties in CBG j; and  is the number of residential properties in CBG j. To further 𝑝
𝑗

increase the robustness of our analysis, we remove the CBGs that have fewer than 20 residential 
properties to reduce the possible biases that may be introduced by the small numbers of properties. 
In total, 4 CBGs are removed and 286 CBGs are included in this study.  

In addition to calculating 311 requests per property during the 2022 blizzard period, we also 
calculate historical 311 requests per property in each CBG from the previous snow seasons in 
2021 and 2022. Historical 311 requests per property in the adjacent CBGs of a target CBG are also 
calculated. These variables capture the historical 311 request behaviors of residents in the current 
and surrounding CBGs, which may affect their 311 requests during the 2022 blizzard. 

3.2.2. Preprocessing physical and social vulnerability data   

For physical vulnerability, the raw snow depth data from SNODAS is raster data with a temporal 
resolution of daily and a spatial resolution of 1 kilometer. To obtain CBG-level snow depth 
information, we first calculate the mean snow depth value for each pixel over the study time 
period. We then obtain the mean snow depth for each CBG using a weighted average approach. 
The snow depth of a CBG is calculated by averaging the mean snow depths of the pixels 
overlapping with the current CBG and weighted based on their overlapping areas. These 
operations are completed using the software ArcGIS Pro. 

For social vulnerability, we use data values directly from the ACS of the US Census, or 
perform simple calculations to obtain percentage values when needed. For example, we calculate 
the percentage of individuals below poverty, the percentage of civilian unemployed, and the 
percentage of persons with no high school diploma based on the corresponding individual 
numbers in the ACS data. We calculate the median year built of residential properties in a CBG 
and the median value of residential properties in a CBG using the property assessment roll data.   

3.2.3. Summary of prepared variables   

Table 1 summarizes the variables prepared from the datasets. The dependent variable is residential 
311 requests per property (pp) during the studied blizzard time period, and the independent 
variables contain 22 variables covering physical vulnerability, social vulnerability, and historical 
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311 request behaviors. All variables are prepared at the CBG level. We also conduct tests to check 
the multicollinearity of the independent variables. We calculate the Variance Inflation Factor (VIF) 
values, and the VIF values of all 22 variables are below the typical cut-off value of 5, suggesting 
low multicollinearity. Therefore, we use all 22 variables as the independent variables. 

Table 1. Notations and descriptions of the prepared variables. 

Variable Notations Descriptions 

Dependent Variable 

311 requests per property (pp) 

 

 
Number of residential 311 requests per property during the 2022 
blizzard time period (from Dec. 19, 2022 to Jan. 15, 2023) 

Independent Variables 

Physical vulnerability  

Snow depth Mean snow depth during the blizzard time period 

Social vulnerability 

(1) Socioeconomic status 

 

% poverty Percentage of population below the federally defined poverty line 

% unemployed Percentage of unemployed civilian population age 16 or over 

Income Per capita income (in dollars) 

% < highschool Percentage of population age 25 or over without high school 
completion 

(2) household composition and 
disability 

 

% age ≥ 65 Percentage of population equal or over age 65 

% age < 18 Percentage of population below age 18 

% disability Percentage of households with 1 or more persons with a disability 

% single parent  Percentage of households that are male or female householders with 
no spouse present and children under 18  

(3) Minority status and language  

% minority Percentage of non-White population 

% not well English Percentage of population age 5 or over who speak English “not 
well” or “not at all” 

(4) Housing and transportation  
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% single-unit structure Percentage of detached single housing units 

% multi-unit structure Percentage of housing units with 10 or more units in structure 

% mobile homes Percentage of housing units that are mobile homes 

% owner-occupied housing units Percentage of owner-occupied housing units 

% crowding housing units Percentage of occupied housing units with more than one person 
per room 

% in group quarters Percentage of population in group quarters (e.g., correctional 
institutions, college dormitories, and military quarters) 

% no vehicle available Percentage of households with no vehicle available 

Median year built Median year built of the residential properties in a CBG based on 
the Buffalo property assessment roll data  

Median property value  Median value of the residential properties in a CBG based on the 
Buffalo property assessment roll data 

Historical 311 request behavior  

Historical 311 requests pp Historical number of residential 311 requests per property during 
the previous snow seasons in 2021 and 2022 before the blizzard 

Nearby-CBG historical 311 requests 
pp  

Historical number of residential 311 requests per property of the 
adjacent CBGs. The number of 311 requests of the target CBG is 
not included 

3.3. Statistical analysis  

We use statistical analysis to identify important factors among the 22 independent variables that 
are associated with the dependent variable. The purpose of the statistical analysis here is inference, 
i.e., to infer the associations between the independent variables related to vulnerability and human 
behaviors and the dependent variable of 311 requests per property. Considering the spatial 
autocorrelations commonly existing in geographic data, we use three spatial statistical models, 
which are spatial lag model, spatial error model, and geographically weighted regression. These 
spatial statistical models have also been used in previous disaster research involving geographic 
data to accommodate the effects of spatial autocorrelation [22,32,31]. In the following, we briefly 
describe each model. 

Spatial Lag Model (SLM): SLM is a variant of linear regression that takes into account spatial 
autocorrelation. In SLM, the dependent variable is influenced by not only the independent 
variables but also its own spatially lagged values. The SLM model used in this study is in the form 
of Equation (2): 

                    𝒴 =                ,                       (2) θ
0
 +  𝘱𝑊𝒴 + θ

𝑝
𝑃 + θ

𝑠
𝑆 + θ

ℎ
𝐻 + ε 
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where 𝒴 is the dependent variable, which is the number of 311 requests per property during the 
blizzard. 0 is the constant,  is the spatial weight matrix,  is the coefficient of spatial θ 𝑊 𝘱
autoregressive term, p, s, and h are the regression coefficients for the variables in physical θ θ θ
vulnerability, social vulnerability, and historical 311 request behavior respectively, and  is the ε
error term. Note that each of s and h contains multiple coefficients for the multiple variables in θ θ
that group. We use Python and the spreg library to implement SLM [33]. To configure the model, 
we apply the commonly used Queen’s case contiguity for the spatial weight matrix . 𝑊

Spatial Error Model (SEM): Similar to SLM, SEM also takes spatial autocorrelation into 
account. Different from SLM, SEM models spatial dependencies in the error structure, rather than 
in the dependent variable itself. The SEM model used in this study is in the form of Equation (3):  

            𝒴 =               ,                   (3) θ
0
 + θ

𝑝
𝑃 + θ

𝑠
𝑆 + θ

ℎ
𝐻 + (𝜆𝑊ε +   𝑢) 

where the 𝒴, 0, p, s, and h have the same meaning as in SLM; 𝜆 is the spatial autoregressive θ θ θ θ
parameter for the error component; W is the spatial weights matrix,  is the error term, and  ε 𝑢
represents the vector of residuals. Like SLM, we use the spreg library to implement the SEM 
model, and use Queen’s case contiguity for the spatial weight matrix . 𝑊

Geographically Weighted Regression (GWR): GWR extends the traditional linear regression 
model by fitting local linear regression models for each geographic unit [26].  In this study, each 
geographic unit is a CBG. The GWR model is in the form of Equation (4): 

                 𝒴  =      ,               (4) θ
0
(𝑥

𝑖
,  𝑦

𝑖
) + θ

𝑝
(𝑥

𝑖
,  𝑦

𝑖
)𝑃 + θ

𝑠
(𝑥

𝑖
,  𝑦

𝑖
)𝑆 + θ

ℎ
(𝑥

𝑖
,  𝑦

𝑖
)𝐻 + ε

𝑖
   

where ( i, i) is the spatial coordinates of geographic unit i. The coefficients have the same 𝑥 𝑦
meaning as in the SLM and SEM models, but can vary across geographic locations to capture the 
underlying local variations and processes. We use the mgwr library to implement the GWR model 
[34]. We configure the model using the golden search method to determine the optimal bandwidth 
by minimizing the Akaike Information Criterion (AIC) value. 

We use two metrics to assess the goodness of fit of the statistical models, which are: root mean 

square error (RMSE) and R squared ( ). RMSE measures the average difference between the 𝑅2

fitted dependent variable values and the observed values (Equation (5)). The lower the RMSE, the 
better fit a model is. 

                                                     𝑅𝑀𝑆𝐸 =  1
𝑁

𝑖=1

𝑁

∑ (𝑦
𝑖

− 𝑦
𝑖
)

2
                      ,                        (5)

where N is the total number of CBGs,  is the fitted 311 request per property of the ith CBG, and 𝑦
𝑖

 is the observed 311 request per property. The second metric  is calculated using Equation (6): 𝑦
𝑖

𝑅2
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                                                                  𝑅2 = 1 − 𝑖=1

𝑁

∑ (𝑦
𝑖
 − 𝑦

𝑖
)

2

𝑖=1

𝑁

∑ (𝑦
𝑖
− 𝑦)

2
                      ,                           (6)

which measures the overall consistency between the fitted 311 request values and the observed 

values. The higher the  value, the better fit a model is. We use both metrics to assess the three 𝑅2

statistical models, and use the model with the highest goodness of fit to identify factors associated 
with the 311 requests per property during the blizzard. 

3.4. Machine learning 

While statistical models are used to identify factors associated with observed 311 requests, we also 
use machine learning models to identify the factors important for predicting potential future 311 
requests. The purpose of machine learning here is prediction, i.e., to predict potential future 311 
requests based on the independent variables related to vulnerability and human behaviors. 
Different from statistical models that are typically fitted on the entire dataset, machine learning 
models are often trained and tested on separated training and test datasets to simulate the scenario 
of prediction [35]. Specifically, we use ten-fold cross-validation in this study in which the entire 
dataset is evenly divided into ten folds; each time, nine folds of data are used to train a machine 
learning model and one fold is reserved for prediction. This process is repeated ten times to ensure 
that each fold of data has been used for prediction, and the prediction results from the ten times are 
aggregated for evaluation. We use three machine learning models which are: support vector 
machine, random forest, and geographical random forests. These models have been used in 
previous studies on 311 data [27,28,36]. We have also considered other more complex models 
such as deep neural networks (DNNs); however, the small size of the data (i.e., 286 CBGs) is 
unlikely to train such complex models effectively [37,38]. Thus, we focus on these three simpler 
machine learning models. In the following, we briefly describe these models. 

Support Vector Machine (SVM): SVM is a supervised machine learning model used for both 
classification and regression tasks. In this study, we use SVM for regression. This model aims to 
predict continuous variables by identifying an optimal hyperplane that minimizes errors within a 
defined margin of tolerance. It allows customization of kernel type, error tolerance, and margin. 
We implement SVM using the scikit-learn Python library, and perform grid search to identify the 
best values for the kernel type, error tolerance C, and margin epsilon. The search spaces for the 
kernel type, error tolerance C, and margin epsilon are set to: {rbf, poly}, {0.01, 0.1, 1, 10, 100, 
1000}, and {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1}. 

Random Forest (RF): RF is an ensemble machine learning method that combines multiple 
decision trees to improve prediction accuracy. It can be used for both classification and regression 
tasks. In this study, we use RF for the regression task. We use Python and the scikit-learn library to 
implement the RF model, and also perform grid search to identify the best values for three 
hyperparameters: 𝑛tree, which is the number of decision trees in the RF model; mtry, which 
determines the maximum number of features tried at each splitting node of a tree;  maxdepth, which 

11 

https://www.zotero.org/google-docs/?6ZAMW7
https://www.zotero.org/google-docs/?XyCqrR
https://www.zotero.org/google-docs/?ojKbt8


determines the maximum depth of the trees constructed during the training process. The search 
spaces for 𝑛tree , mtry, and maxdepth  are set to: [10, 300] with an interval of 10, {𝑆, , 𝑙𝑜𝑔2S, 𝑆/2, 𝑆/3} 𝑆
where S is the number of input features, and [5, 20] with an interval of 5. 

Geographical Random Forests (GRF): GRF extends the RF model by training multiple local 
RF models across different spatial locations [28,29]. GRF fits a local model for each geographic 
unit (i.e., CBG in this study) using only nearby observations, and further combines such a local 
model with a global RF model for prediction. This approach allows the GRF model to capture 
both the local variations and the global trend of the data. Compared with the RF model, GRF 
needs to determine the values of two additional hyperparameters, which are: bandwidth, which is 
the number of nearest neighbors used to train local models, and local weight, which determines the 
relative weights between the local and the global models. We use Python and the PyGRF library 
(Sun et al., 2024) to implement the GRF model. For the bandwidth and local weight 
hyperparameters, we determine their values via incremental spatial autocorrelation provided by the 
PyGRF library. The values of three remaining hyperparameters 𝑛tree, mtry, and maxdepth are 
determined using the grid search method, and their search spaces are set as the same as used for 
the RF model. 

We assess the performance of the three machine learning models using the same RMSE and R 
squared metrics. However, both RMSE and R squared are calculated differently from the statistical 
models, i.e., the two metrics are calculated based on the ten-fold cross-validation process in which 
a model is trained on nine folds of data and makes predictions on the reserved one fold. The 
predictions from each of the ten folds are aggregated to calculate RMSE and R squared. The 
machine learning model with the best performance is then used for identifying the factors among 
the 22 independent variables that are important for predicting future 311 requests.  

An explainable AI framework, SHAP [30], is used to interpret the result of the best machine 
learning model. SHAP is developed based on cooperative game theory by considering input 
features as players in a game and estimating the importance of each input feature based on its 
average marginal contributions across all possible feature coalitions. The output of the SHAP 
framework is SHAP values for each feature and each feature value in a data record. In this study, 
while the RF and GRF models could also output feature importance values, those importance 
values do not indicate whether an input feature has a positive or negative influence on the target 
variable value. In comparison, SHAP provides information about both the magnitude of feature 
importance and also the direction of influences. We use the SHAP Python package to implement 
the SHAP framework. 
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4. Results 
4.1. Overview of the 311 help requests and their temporal distribution patterns 

We first provide an overview of the number of residential 311 requests over the study time period. 
Figure 3(a) shows the total number of requests on each day over the three stages of the blizzard. 
The 311 request data includes the open and close times of the requests. In this study, we aggregate 
the requests to each day based on their open time to show a daily pattern of the reported issues, 
and the data could be aggregated to a finer temporal granularity (e.g., hourly) as well when 
needed. Here, we are looking at the total number of requests here, rather than requests per 
property, in order to understand the overall 311 request pattern of the entire city. In the preparation 
stage between Dec. 19 and Dec. 22 (background colored in yellow), the number of 311 requests 
gradually decreased, probably due to the blizzard preparation activities (e.g., running to grocery 
stores and gas stations to stock up food and gas) that diverted the attention of residents away from 
less urgent issues that one could make 311 calls under a normal situation. In the blizzard stage 
between Dec. 23 and Dec. 25 (background colored in red), the number of 311 requests first 
decreased but then increased, likely because residents were initially hoping to ride through the 
storm, but more issues started to emerge as the blizzard progressed which forced some residents to 
call 311. In the recovery stage between Dec. 26 and Jan. 15 (background colored in green), the 311 
requests initially increased sharply and hit the highest number on Dec. 27 and then gradually 
decreased after Dec. 28. The high numbers of 311 requests between Dec. 26 and 30 were likely 
due to the recovery activities of residents immediately after the storm subsided, which revealed 
various issues that needed help. The number of 311 requests eventually returned to the value range 
before the blizzard at the end of the study time period. Note that there is also a weekly pattern in 
311 requests with the number of requests rising on weekdays and falling on weekends, as the 311 
service is not open normally during weekends (the service stayed open during the blizzard 
weekend on Dec. 24 and 25).  
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Figure 3. An overview of 311 requests in the study time period: (a) temporal distribution of total 
requests over the three stages of the blizzard; (b) the numbers of requests in eight categories. 

We also examine the numbers of 311 requests in different categories based on their reported 
issues. The result is shown in Figure 3(b). We identify eight main categories from the 311 
requests, which are: (1) Requests related to snow removal (e.g., requests for snow plowing and 
street salting, and issues related to vehicles blocking snow plows); (2) Requests related to 
garbage/recycling collection (e.g., delayed garbage/recycling pick up and replacement for 
damaged garbage totes); (3) Requests related to roads and parking (e.g., damaged streetlights, 
parking violations and abandoned vehicles, and potholes); (4) Requests related to trees (e.g., 
removing fallen trees and inspecting damaged trees); (5) Requests related to housing (e.g., 
basement flooding and electricity issues); (6) Requests related to water and sewer (e.g., sewer 
issues and water pipe issues); (7) Requests related to animals and pests (e.g., removing dead 
animals and seeking shelter for lost animals); and (8) Other requests (e.g., citizen service and 
information requests). As shown in Figure 3(b), requests related to snow removal have the highest 
number of 311 requests, followed by requests on garbage/recycling and then requests on parking 
and roads. These top three categories are likely all linked to the snow plowing activities: heavy 
snow accumulation required street snow plowing and led to delayed trash pick up; meanwhile, 
parking violations, stranded vehicles, and abandoned vehicles might have blocked some snow 
plowing activities. While the other categories of 311 requests have comparatively smaller 
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numbers, they reveal various other issues caused by the blizzard, such as damaged trees, basement 
flooding, dead animals, and sewer problems. To provide additional context, Supplementary Figure 
S1 shows the number of historical 311 requests across these eight categories during the previous 
snow seasons in 2021 and 2022. During relatively normal snow seasons without a severe blizzard, 
requests related to garbage/recycling collection are the most common type of requests, and there 
are much fewer tree-related requests than those related to housing issues.  

We further investigate the temporal distributions of 311 requests in each of the eight 
categories. The result is shown in Figure 4. As can be seen, 311 requests show different temporal 
patterns across different categories. For requests related to snow removal (sub figure (a)), it shows 
a pattern largely similar to the overall pattern of all requests as shown in Figure 3(a), likely due to 
the large number of snow removal requests in all 311 calls. For requests related to trees (sub figure 
(d)), it shows a different temporal pattern in which the number of requests largely increased at the 
onset of the blizzard, likely due to the hurricane-force wind that blew down trees. There were also 
many tree-related requests in the recovery stage, and many of them were about inspecting or 
removing damaged trees. For requests related to garbage/recycling collection (sub figure (b)), 
roads and parking (sub figure (c)), housing (sub figure (e)), water and sewer (sub figure (f)), and 
animals and pests (sub figure (g)), they share a similar temporal pattern in that the peak numbers 
of these requests showed up in the recovery stage starting roughly from Jan. 2 (about one week 
after the blizzard subsided). This result partially reflects the situation in which residents were 
initially focusing on snow removal immediately after the blizzard; as streets were being cleared up 
and snow melted, other issues, such as delayed garbage collection, basement flooding, and 
displaced animals, started to show up.  
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Figure 4. The temporal distributions of the number of 311 requests in different categories during 
the blizzard. Note that the scales of y-axis in different sub figures are in different value ranges. 

4.2. Spatial distribution of the 311 requests per property 

We further examine the spatial distribution of the 311 requests. Here, we look into 311 requests 
per property, since different CBGs have different numbers of residential properties. The result is 
visualized in Figure 5. We use Quantile Breaks for map visualization, and each color represents 
20% of the CBGs. A visual examination of the figure suggests that CBGs with high 311 requests 
per property are clustered on the east side of the city, which has a high percentage of minority and 
low-income population. To further quantify the spatial pattern, we use the global Moran’s I index 
to assess the spatial autocorrelation of the data. The value of Moran’s I ranges from -1 to 1, where 
positive values indicate positive spatial autocorrelations (i.e., similar values are clustered), and 
negative values indicate negative spatial autocorrelations (i.e., dissimilar values are clustered). 
Here, the global Moran’s I index is 0.2107 (p < 0.001), suggesting a significant and positive 
spatial autocorrelation, i.e., CBGs with similar 311 requests per property are spatially clustered. 
This result confirms our observed clustered pattern. 
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Figure 5. The spatial distribution of 311 requests per property during the study time period. 

We also investigate the spatial distributions of the 311 requests per property across the eight 
different categories. The result is visualized in Figure 6. We also calculate the global Moran’s I 
index for each category to assess the extent of spatial autocorrelation, and the results are included 
in the subfigures. For requests related to snow removal (subfigure (a)), they show a similar spatial 
pattern as the total 311 requests per property, in which CBGs with high numbers of requests are 
clustered on the east side of the city. The Moran’s I of snow removal related requests suggests an 
even stronger positive spatial autocorrelation, with an index value of 0.3538 (p < 0.001). We 
further compare the spatial distribution of snow removal related requests with that of accumulated 
snow depth during the study time period in Supplementary Figure S2. The comparison shows that 
while high numbers of snow removal related requests are clustered on the east side of the city, the 
accumulated snow depth shows a general south-to-north snow pattern typically observed in this 
region (the southern areas are closer to Lake Erie and generally receive more lake-effect snow). 
The east side of the city was also severely affected, receiving an average of about 2.5 meters of 
accumulated snow depth in the study time period. This comparison suggests that snow removal 
related 311 requests are not solely determined by snow depth but are likely associated with 
additional socioeconomic factors. We also note that the snow depth data from SNODAS has a 
spatial resolution of 1 km and may not fully capture the spatial variation of snow depth at the finer 
CBG level. For requests related to garbage collection (subfigure (b)) and requests related to trees 
(subfigure (d)), they show weaker but still significant spatial autocorrelations, with index values of 
0.1724 (p < 0.001) and 0.1022 (0.001 < p < 0.05) respectively. Garbage collection related requests 
also seem to cluster on the east side of the city. This result is understandable: if streets remain 
unplowed, then the collection of garbage will likely be delayed. Tree-related requests do not show 
a clear spatial pattern. The Moran’s I indexes of the other categories of 311 requests are not 
significant, suggesting more or less random spatial patterns.   
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Figure 6. The spatial distributions of the 311 requests per property in eight categories. 
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4.3. Statistical analysis results 

We fit three statistical models, i.e., SLM, SEM, and GWR, based on the prepared independent 
variables and the dependent variable (see Table 1). The goodness of fit of these three statistical 
models is shown in Table 2. The three statistical models have fairly close R2 and RMSE values. 
We choose the GWR model to further identify the factors that are associated with existing 311 
requests per property, since GWR achieves the highest R2 of 0.5752 and the lowest RMSE of 
3.4679. In addition, GWR provides local coefficient values at different locations, and allows us to 
further examine how the effects of the factors vary across different neighborhoods.  

Table 2. Goodness of fit of the three statistical models. 

Model R2 RMSE 

SLM 0.5504 3.5681 

SEM 0.5275 3.6580 

GWR 0.5752 3.4679 

 Because GWR fits many local models rather than a single global model, each regression 
coefficient has a set of coefficient values and a set of t-values indicating the significance of 
coefficients in these local models [34,39]. We use a box plot to visualize the values of each 
coefficient, and use the percentage of significant t-values to understand its significance 
(insignificant t-values are filtered out based on a significance level of 0.05). Figure 7 shows the 
box plots of the regression coefficients from GWR. The top four variables have 100% significant 
t-values, and two variables, % owner-occupied housing units and snow depth, have 61.9% and 
56.3% significant t-values respectively. The other variables have low or zero percent significant 
t-values. 
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Figure 7. Regression coefficients of the independent variables output by the GWR model.  

As can be seen in Figure 7, historical 311 requests pp shows the highest positive association 
with 311 requests per property during the blizzard, and this association is also significant across all 
CBGs. Note that the independent variables have been standardized before the regression analysis; 
therefore, the coefficients can indicate the relative importance of the independent variables. The 
high coefficient values of historical 311 requests pp suggest that CBGs with high historical 
requests are likely to have high 311 requests during the 2022 blizzard. % minority has the second 
highest and positive regression coefficients, suggesting that CBGs with high percentages of 
minority population are associated with high 311 requests per property during the blizzard. % 
single-unit structure and median year built both have positive and significant associations with 
311 requests. This result suggests that CBGs with higher percentages of single-unit structures 
(e.g., single-family houses) and newer houses are, in fact, associated with more 311 requests per 
property during the blizzard. This result is surprising since neighborhoods with higher percentages 
of single-family houses and newer properties are often linked to lower vulnerability [24]. We will 
further investigate this result in our following analysis. The variable % owner-occupied housing 
units has a negative regression coefficient (significant in 61.9% CBGs), which suggests that a 
lower percentage of owner-occupied houses (or a higher percentage of renter-occupied houses) is 
linked to more 311 requests per property. The variable snow depth has a positive coefficient 
(significant in 56.3% CBGs), suggesting deeper snow is generally associated with more 311 
requests. For the remaining variables, their regression coefficients are mostly insignificant, and 
their coefficient values are also close to 0.  
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One advantage of GWR is that it allows the regression coefficients to be visualized spatially to 
understand their spatial variations. Figure 8 provides such spatial visualizations of the top four 
most significant variables. For each row in Figure 8, the first map shows the data values of the 
variable, and the second map shows the regression coefficients. For row (a), the first map shows 
that the historical 311 requests pp has a more or less random pattern which is different from the 
more clustered pattern of the 311 requests during the blizzard; the regression coefficient values in 
the second map shows that CBGs on the east side of the city have higher coefficient values than 
those on the west side. This result suggests that CBGs on the east side tend to have more 311 
requests per property during the blizzard if they had similar historical 311 requests pp. For row 
(b), the first map shows that CBGs with high percentage of minority population are clustered on 
the east side of the city; the second map shows that the regression coefficients of % minority have 
almost a reverse pattern in that lower coefficient values are observed in roughly the east side and 
higher coefficient values are observed in the other regions. This result suggests that in CBGs 
where the percentage of minority population is already high, a further increase in % minority does 
not lead to much increase in 311 request per property during the blizzard; however, for CBGs 
where the percentage of minority population is low, an increase in % minority can lead to a larger 
increase in 311 requests. For row (c), the first map shows that CBGs with high % single-unit 
structure are in the peripheral area of the city; the second map shows another reverse pattern in the 
coefficients suggesting that CBGs with low % single-unit structure (e.g., CBGs in the central area 
of the city) are linked to higher increases in 311 requests per property during the blizzard when 
their % single-unit structure increases. For row (d), the first map shows that most newer properties 
(which are properties built between 1900 and 1920) are in the peripheral regions of the city; the 
second map of coefficients shows that newer properties on the east side are associated with higher 
increases of 311 requests per property during the blizzard. While the positive coefficients of % 
single-unit structure and median year built are initially surprising, we think that these results are 
likely due to the special housing situation in the study area, i.e., these “newer” properties are in 
fact old single-family houses built around 100 years ago. Without sufficient financial capabilities 
to maintain these old houses, families are likely to encounter various issues during a disaster, as 
also documented in a recent study [40]. 
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Figure 8. Regression coefficients of the top four most significant variables output by the GWR 

model: (a) historical 311 requests pp; (b) % minority; (c) % single-unit structure; (d) median year 
built 
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4.4. Machine learning results 

Table 3 summarizes the R2 and RMSE values of the three machine learning models. These R2 and 
RMSE values are not directly comparable with those of the statistical models reported earlier. The 
evaluation processes of these two types of models are different: statistical models are evaluated 
based on a single fitting of the entire dataset, while machine learning models are evaluated via 
ten-fold cross-validation. From a temporal perspective, statistical models are retrospective in that 
the models are fitted on existing observations, while machine learning models are prospective in 
that the models are trained to predict new observations [41]. Machine learning models in this 
study therefore can provide additional predictive insights by helping identify the factors that are 
important for predicting potential future 311 requests. Among the three machine learning models, 
GRF achieves the highest R2 of 0.4310 and the lowest RMSE of 4.0136. We note that statistical 
models can also be used for making predictions, although machine learning models typically have 
higher prediction accuracy given their ability to capture complex, non-linear relationships often 
existing in data. With curiosity, we further test the performance of the GWR model for making 
predictions in the same setting as the machine learning models (i.e., ten-fold cross-validation). The 
GWR model achieves an R2 of 0.3661 and an RMSE of 4.2366. The Python packages of SLM and 
SEM models do not provide a prediction function, probably because they are mostly used for 
statistical inference. Given that the GRF model achieves the highest performance, we use it along 
with SHAP to understand the factors that are important for predicting potential future 311 
requests. 

Table 3. Prediction performance of the three machine learning models. 

Model R2 RMSE 

SVM 0.2474 4.6162 

RF 0.4230 4.0419 

GRF 0.4310 4.0136 

Figure 9 shows the SHAP values of the 22 independent variables visualized in what is called a 
“beeswarm plot” in the SHAP framework. Note that the latitudes and longitudes of CBGs are also 
included in the plot as two additional variables, because the GRF model needs the latitude and 
longitude information to choose local models for making predictions. In the beeswarm plot, each 
row is an input feature (or an independent variable), and each dot represents a SHAP value for the 
corresponding input feature at a data record (i.e., a specific CBG in this study). The color of the 
dot indicates whether the corresponding input feature value is high (in red color) or low (in blue 
color). Dots on the right side of the zero vertical line represent positive SHAP values, and dots on 
the left side represent negative SHAP values. The SHAP framework provides explanations for a 
model by starting the model prediction from the average predicted value of the target variable and 
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then gradually adjusting the prediction based on the input feature values. A positive SHAP value 
means the input feature value will increase the predicted target variable value from the mean, and 
a negative SHAP value means the input feature value will decrease the predicted target variable 
value from the mean. In the beeswarm plot, an input feature is considered having positive 
influence on the target variable, if red dots are on the right side of the zero line and blue dots on 
the left side (i.e., higher feature values make the values of the target variable higher). By contrast, 
an input feature is considered having negative influence, if red dots are on the left side and blue 
dots are on the right side (i.e., higher feature values make the values of the target variable lower). 
The absolute SHAP values are aggregated to assess feature importance, and input features are 
ordered from top to bottom in the beeswarm plot based on their importance.      

 

Figure 9. The beeswarm plot of the SHAP values based on the GRF model. The rankings are 
based on mean absolute SHAP values. 

     As can be seen in Figure 9, historical 311 requests pp, % minority, and median year built are 
three most important variables for the GRF model to predict 311 requests per property during the 
blizzard. The mean absolute SHAP values of these three variables are 1.258, 0.857, and 0.210, 

24 



respectively, which are also shown in the mean absolute SHAP plot in Supplementary Figure S3. 
The three variables also have positive influences on the target variable, as they have most red dots 
on the right side and most blue dots on the left side. The importance of these three variables 
identified by GRF is largely similar to the result of GWR. Meanwhile, the variable % single-unit 
structure, which has high coefficient values in GWR, is considered much less important by the 
GRF model. The GRF model considers the variable median property value as the fourth most 
important variable for predicting 311 requests, and the mean absolute SHAP value of this variable 
is 0.208 (also shown in Supplementary Figure S3). Median property value has a negative influence 
on the target variable (as the blue dots are on the right side), which suggests that higher property 
values are linked to lower 311 requests per property. Two other variables, snow depth and % 
owner-occupied housing units, are also considered as fairly important input features, with positive 
and negative influences respectively on the target variable. These two variables are also identified 
as fairly important by the GWR model. The remaining variables are considered less important for 
predicting 311 requests by the GRF model. 

Since a SHAP value is computed for each feature and in each data record, we can spatially plot 
out SHAP values across CBGs in the study area. Figure 10 shows the SHAP values of the top four 
most important variables. For each row, the first map shows the data values of the variable, and the 
second map shows the SHAP values of this variable across CBGs. It is worth noting that SHAP 
values are different from the coefficient values that we have seen previously from GWR: a 
coefficient value suggests how much the dependent variable will change given a unit change in an 
independent variable, while a SHAP value suggests how much the dependent variable will move 
away from its mean value given a specific independent variable value. As can be seen in rows (a), 
(b), and (c) in Figure 10, the SHAP values of historical 311 requests pp, % minority, and median 
year built show largely similar spatial patterns as those of the data values of these three variables. 
This is because these three variables all have positive influences on the target variable; thus, 
higher data values of these three variables also mean higher SHAP values. In particular, the SHAP 
values of historical 311 requests pp and % minority show almost identical spatial patterns as their 
data values, likely due to their strong and positive influences on the target variable, i.e., higher 
historical 311 requests pp and higher % minority will most likely lead to 311 requests pp values 
that are higher from the mean. The SHAP values of median property value (in row (d)) show a 
reverse pattern compared with the spatial pattern of its data values, due to the negative influence 
of this variable, i.e., higher median property value will move the target variable 311 requests pp 
toward the lower end away from the mean value. 
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Figure 10. The SHAP values of the top four most important independent variables output by the 
GRF model: (a) historical 311 requests pp; (b) % minority; (c) median year built; (d) median 

property value. 
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5. Discussion 
5.1. Answering the research questions 

This study sets out to answer two research questions focusing on 311 help requests to understand 
the impacts of the 2022 Buffalo blizzard. For RQ1: what are the spatial and temporal distributions 
of the 311 help requests for different issues due to the blizzard, our study reveals a statistically 
significant spatial clustering pattern for 311 requests per property during the studied blizzard time 
period (Moran’s I = 0.2107 and p < 0.001), and high values are observed on the east side of the 
city. From a temporal perspective, a large number of 311 requests started to show up when the 
storm subsided after Dec. 25; meanwhile, requests for different issues showed different temporal 
patterns. For example, requests related to trees had a sharp increase at the onset of the blizzard, 
likely due to the hurricane-force wind blowing down trees; requests related to snow removal 
peaked immediately after the blizzard and gradually decreased in the following days; and requests 
for other issues, such as delayed garbage collection, basement flooding, and displaced animals, 
showed up roughly one week after the blizzard. For RQ2: what are the factors, such as physical 
and social vulnerability factors and human behavioral factors, that are associated with the 311 
help requests, we use both statistical analysis and machine learning to identify these factors in a 
complementary manner. The best statistical model, GWR, suggests that historical 311 requests pp, 
% minority, % single-unit structure and median year built are the top four variables significantly 
associated with existing 311 requests. The best machine learning model GRF is a GeoAI model, 
which suggests that historical 311 requests pp, % minority, median year built, and median 
property value are the top four variables important for predicting potential future 311 requests. 
Two other variables, snow depth and % owner-occupied housing units, also show moderate 
importance in both statistical analysis and machine learning.   

5.2. Implications for disaster management  

This study contributes to the disaster research literature by increasing our understanding of 
community impacts of winter storm disasters. Compared with other natural disasters such as 
hurricanes, earthquakes, and wildfires, winter storms and blizzards have been studied less 
frequently. Meanwhile, existing research suggests that climate change will likely increase weather 
variability and lead to more extreme weather events, including more extreme winter storms 
[42,43]. The severe impacts of more recent winter storms, such as Winter Storm Uri in 2021 and 
Winter Storm Elliott in 2022, have already motivated new winter storm research [8,44–47]. Our 
study, therefore, adds to this increasing size of winter storm literature and could help increase 
community resilience to similar future disasters.   

From a disaster management perspective, this study reveals disparities in 311 help requests per 
property in the studied blizzard time period. The disparities are shown both geographically and 
socially. Geographically, CBGs with higher 311 requests per property are mostly clustered on the 
east side of the city. Socially, CBGs with higher percentages of minority population are linked to 
higher 311 help requests per property during the blizzard, and this significant association is 
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suggested by both statistical analysis and machine learning which utilize largely different models. 
While one could argue that an alternative explanation is that minority population groups may be 
more likely to make 311 calls or make more repeating calls for the same issues, our modeling 
approaches have explicitly included historical 311 requests as an independent variable and our 
preprocessing steps have removed duplicative calls. Despite these modeling and preprocessing 
steps, the variable % minority is still identified as the second most important variable associated 
with 311 requests per property during the blizzard. While previous research has shown that 
disadvantaged population groups are often disproportionately affected by disasters [25,48,45,49], 
this study suggests that % minority is the most important social vulnerability factor in this blizzard 
compared with other factors included in the models, such as % poverty and % < highschool. We 
note that this study is conducted at the CBG level and we do not know the percentage of calls 
actually made by minority individuals, since the 311 data do not contain demographic information. 
Nevertheless, this result likely suggests that minority populations in this region face various 
challenges during winter storms and possibly other disasters.  

The results of this study could inform future winter storm management in both the Buffalo 
region and other regions in the country. For the Buffalo region, emergency management services 
could consider resilience strategies to better prepare the east side of the city when a severe winter 
storm is anticipated. These strategies could include pre-positioning snow plowing equipment, 
communicating with local residents to remove parked vehicles from the streets, setting up 
temporary service centers, and equipping emergency repair teams with snow-agile vehicles to 
access this area under heavy-snow conditions. Additional efforts could also be made to reach out 
to minority populations in the city beyond the east side to understand the challenges and needs 
faced by minority populations during winter storms. Such understanding could inform the 
allocation of winter storm preparation resources and help increase community resilience in future 
winter storms. The results of this study could also inform winter storm management in other 
geographic regions. For example, the temporal patterns of 311 calls suggest a possible sequence of 
issues that may be caused by a winter storm, especially a blizzard: from early on, trees may be 
blown down by strong winds; the heavy snow can create low-visibility conditions and block roads 
for emergency vehicles; once snow stops, snow removal is an immediate need of most 
communities; as streets are being cleared up and snow melts, other issues begin to surface, such as 
delayed trash collection, basement flooding, sewer issues, and displaced animals. While this 
sequence of issues may not be new to residents highly experienced with snow, recent winter 
storms have increasingly affected regions where snow is less frequent, such as regions in the 
American South [12,50]. Thus, these possible issues and their sequence could be communicated to 
emergency responders and residents in these regions when a winter storm is forecasted.  

5.3. Methodological implications 

Methodologically, this study explores the use of statistical analysis and machine learning in a 
complementary manner. While statistical models have been widely used in the literature, there has 
been an increasing interest in using machine learning and AI methods in disaster research 
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[16,51,52]. These two types of models have some methodological and conceptual overlap. 
Statistical models are frequently used to understand variable associations and draw inferences, but 
can also be used to make predictions in a machine learning fashion. While machine learning 
models often focus on predictions, feature importance and explainable AI frameworks also 
provide some interpretability that could be compared to the results of statistical models to some 
extent. In this study, we use three spatial statistical models to explore the associations between a 
variety of factors and the 311 help requests (by fitting models on the entire dataset). We also use 
three machine learning models, including a GeoAI model, to predict potential future 311 requests 
and examine feature importance (by training and testing models via ten-fold cross-validation). We 
then choose the best models from these two approaches and compare their results. These two 
approaches provide complementary insights on the disparities of 311 help requests. Two variables, 
historical 311 requests pp and % minority, are identified as the most important factors by both 
approaches, and the variable median year built is also identified as among the top most important 
factors by both approaches. Meanwhile, the results of these two approaches also have their 
differences: the statistical approach based on the GWR model considers the variable % single-unit 
structure as an important factor associated with 311 help requests, while the machine learning 
approach based on the GRF model considers the variable median property value as an important 
factor for predicting 311 requests. Two other variables, snow depth and % owner-occupied 
housing units, are also considered as fairly important by both approaches, although their statistical 
significance or feature importance is comparatively lower. With results from these two 
approaches, disaster managers could choose to further investigate the most critical variables that 
are shown to be overlapping in both approaches (e.g., historical 311 requests pp and % minority), 
or could select all important variables suggested by both approaches for further examination. 

This study also explores the use of the SHAP framework to explain results from AI models. 
While machine learning and AI models have shown good performance in prediction tasks, their 
lack of explanation is a major drawback that limits their use in potential applications [53]. The 
SHAP framework is a general explainable AI framework that can be used to interpret input feature 
importance of any AI models [30,54]. In this study, the best machine learning model is the GRF 
model, and SHAP is used in combination with the GRF model to identify the important factors for 
predicting 311 requests. It is worth noting that the GRF model itself also has the ability to output 
feature importance, which is inherited from the RF model. We plot out the feature importance of 
the GRF model in Supplementary Figure S4, and the relative feature importance closely aligns 
with the importance output by the SHAP framework. The default feature importance of GRF, 
however, does not show whether an input feature positively or negatively influences the target 
variable to be predicted; such directional information is provided by SHAP. In addition, SHAP 
supports the explanation of AI models that do not provide feature importance themselves. In our 
study, had the best machine learning model been SVM, we would not have been able to interpret 
feature importance without SHAP. Overall, this study shows that SHAP is a promising framework 
that can increase our ability to interpret the results of AI models in disaster research. 
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5.4. Limitations 

This study is not without limitations. First, as noted earlier, this study is conducted at the CBG 
level not the individual level, and the 311 call data do not contain demographic information of the 
individuals who made the phone calls. While we can connect 311 call data with 
neighborhood-level demographic data from the U.S. Census, individual-level demographic data 
about the callers could allow us to pinpoint the issues faced by specific population groups during 
this blizzard. Second, while this research has examined the community impacts of the 2022 
blizzard from the lens of 311-reported issues, other aspects of the 311 data and other datasets 
could also be studied to achieve a more comprehensive understanding of this disaster. For 
example, we could compare the open and close time of the 311 calls to understand the response 
time taken to address issues in this blizzard, and whether the response time varies across different 
communities. We could also leverage additional datasets, such as human mobility data, to examine 
the disruptions of the blizzard on the life of residents which may not necessarily result in 311 calls 
but manifest as decreased human movements. These and other directions could be further explored 
in the near future. 

 

6. Conclusions 
The 2022 Buffalo blizzard was a catastrophic winter storm disaster that severely affected 
communities in the city of Buffalo. Given that many residents used the 311 call service to request 
help for issues caused by the blizzard, this study examines these 311 help requests and their 
potential disparities across communities. We find a spatial clustering pattern of high 311 requests 
per property on the east side of Buffalo, and varied temporal patterns of different categories of 311 
requests. Statistical analysis and machine learning are utilized in a complementary manner to 
identify factors associated with 311 requests per property during the blizzard. We test three 
statistical models (SLM, SEM, and GWR) and three machine learning models (SVM, RF, and 
GRF), and choose the best models for result interpretation. An explainable AI framework SHAP is 
further employed to interpret the result of machine learning. The results suggest that historical 311 
requests pp and % minority are two important factors associated with 311 help requests, which are 
identified by both statistical and machine learning approaches. While this study is not without 
limitations, we hope that it makes a modest contribution by adding to the winter storm research 
literature, supporting disaster management decisions related to winter storms, and informing future 
disaster research interested in using machine learning and explainable AI methods. 
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Data availability 
Data related to the analysis results from this study are available on GitHub: 
https://github.com/geoai-lab/Buffalo-Blizzard-311-Requests. The original 311 help request data 
are publicly available from the Open Data Portal of Buffalo: 
https://data.buffalony.gov/Quality-of-Life/311-Service-Requests-July-2008-May-2024-/whkc-e5vr
/about_data. The property assessment roll data are also publicly available from the Open Data 
Portal of Buffalo: 
https://data.buffalony.gov/Economic-Neighborhood-Development/2023-2024-Assessment-Roll/dr
ey-kz4e/about_data. The snow depth data used in this study are derived from the Snow Data 
Assimilation System (SNODAS) and can be accessed at: https://nsidc.org/data/g02158/versions/1. 
The socioeconomic and demographic data are obtained from the American Community Survey 
(ACS) of the U.S. Census Bureau and are publicly available at: https://data.census.gov/cedsci/.  
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Supplementary 

 
Figure S1. Historical 311 requests in eight categories during the previous snow seasons in 2021 

and 2022 before the blizzard. 

 

 

Figure S2. The spatial distributions of (a) 311 requests per property related to snow removal, and 
(b) accumulated snow depth (in meters) during the study period. 
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Figure S3. The mean absolute SHAP values based on the GRF model. 
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Figure S4. Feature importance of the independent variables output by the GRF model. 
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