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1. January 27–January 31

Smooth Manifolds

Definition. Let M be a topological manifold, i.e. a topological space that is Hausdorff,

second countable, and locally Euclidean. A smooth atlas on M is a family {(Uα, ϕα)} of

coordinate neighborhoods (or charts) on M where

(1) {Uα} is an open cover of M , ϕα : Uα → Rm are homeomorphisms onto their images,

(2) If Uα ∩ Uβ 6= ∅, then the transition map ϕβ ◦ ϕ−1
α is a diffeomorphism.

Two smooth atlases are said to be compatible if their union is also a smooth atlas. A

maximal smooth atlas, i.e. the union of all smooth atlases compatible with a given smooth

atlas, is called a smooth structure on M .

A topological manifold M together with a smooth structure on it is called a smooth

manifold. Note that an open subset of a smooth manifold is also a smooth manifold.

Definition. A smooth manifold M is orientable if it admits an atlas {(Uα, ϕα)} with the

property that the Jacobian of ϕβ ◦ ϕ−1
α is positive whenever Uα ∩ Uβ 6= ∅. An atlas with

this property is called (coherently) oriented, and the choice of a maximal atlas with this

property is called an orientation.

Definition. A function f : U → R defined on an open subset U of a smooth manifold M is

called smooth if for any coordinate neighborhood (U,ϕ) the function f ◦ϕ−1 : ϕ(U∩U)→ R
is smooth.

Definition. Let M and N be two smooth manifolds. A map F : M → N is called smooth

if for any point p ∈ M , any coordinate neighborhood (U,ϕ) around p, and any coordinate

neighborhood (V, φ) around F (p) with F (U) ⊂ V , the map φ ◦ F ◦ ϕ−1 : ϕ(U) → φ(V ) is

smooth.

Definition. The rank of a smooth map F : M → N at p ∈M is the rank of the Jacobian

matrix of φ ◦ F ◦ ϕ−1 at ϕ(p) for any coordinate neighborhoods (U,ϕ) around p and (V, φ)

around F (p) with F (U) ⊂ V .

Remark. Around any point p ∈ M one can find a coordinate neighborhood (U,ϕ) such

that ϕ(U) is a ball centered at the origin, and ϕ maps p onto the origin. Furthermore,

if dim(M) = m, dim(N) = n, and rank(F ) = k, then there exist such coordinate

neighborhoods (U,ϕ) around p and (W,φ) around F (p) with F (U) ⊂W satisfying

φ ◦ F ◦ ϕ−1(x1, . . . , xk, xk+1, . . . , xm) = (x1, . . . , xk, 0, . . . , 0).

See [2, III-Remark 4.2, II-Theorem 7.1] for a proof.
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Definition. A smooth map F : M → N is called an immersion if rank(F ) = dim(M) at

any point in M . It is called a submersion if rank(F ) = dim(N) at any point in M .

Remark. Note that the image of an injective immersion F : M → N admits two

topologies: one that is induced by the topology of M , making the map F : M → F (M)

a homeomorphism, and the other is the subspace topology induced by N . These two

topologies on F (M) need not be homeomorphic.

Example 1. Figure-eight: Let f : R→ R be a smooth monotone increasing function with

the property that f(0) = π, limt→−∞ f(t) = 0, and limt→∞ f(t) = 2π. Then the map

F : R→ R2 defined by

F (t) := (2 cos(f(t)− π

2
), sin 2(f(t)− π

2
))

is an injective immersion, but it is not a homeomorphism onto its image since the pre-image

of any sufficiently small open neighborhood of the origin is disconnected.

Definition. A smooth map F : M → N is called an embedding if it is an injective immersion

that induces a homeomorphism between M and F (M) with the subspace topology inherited

from N . The image of an embedding F : M → N is called a (regular) submanifold of N .

Tangent and Cotangent Spaces

Let M be a smooth m-dimensional manifold, and p ∈M be a point. Then consider the

set of all smooth parametrized curves γ : (−ε, ε)→M such that γ(0) = p. Two such curves

γ1 and γ2, are deemed equivalent if for any coordinate neighborhood (U,ϕ) around p the

derivatives of ϕ ◦ γ1 and ϕ ◦ γ2 at 0 agree. The tangent space to M at p can be identified

with the set Γ(p) of equivalence classes of smooth parametrized curves in M through p.

Alternatively, consider the set C∞(p) of smooth functions defined in some open

neighborhood of p. There is an equivalence relation on C∞(p) which declares two functions

f : U → R and g : V → R equivalent if they agree on a smaller open neighborhood

W ⊂ U ∩ V of p. An equivalence class of such functions is called a germ of smooth

functions at p, and these equivalence classes form an algebra

G(p) := C∞(p)/ ∼= {[f ]|f ∈ C∞(p)},

with addition, scalar multiplication, and multiplication operations inherited from C∞(p).

With the preceding understood, the tangent space to M at p is defined as follows.

Definition. A derivation at p is a linear map Xp : G(p)→ R satisfying the Leibniz Rule:

Xp([f ] · [g]) = (Xp[f ])g(p) + f(p)(Xp[g]).

Derivations at p form a vector space: for any two derivations Xp and Yp at p, and c ∈ R,

(1) (Xp + Yp)[f ] = Xp[f ] + Yp[f ],

(2) (cXp)[f ] = cXp[f ].
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The tangent space to M at p, denoted TpM , is the vector space of derivations at p.

Example 2. Consider the Euclidean space Rm with the standard smooth structure. Let

x1, . . . , xm denote the Euclidean coordinates. Then the tangent space to Rm at any point

p = (p1, . . . , pm) is the space of vectors based at p, i.e. TpRm = { ~px | x ∈ Rn}. Any tangent

vector ~px = 〈a1, . . . , am〉p defines a unique derivation Xp at p by

Xp[f ] =

m∑
i=1

ai
∂f

∂xi
(p)

In fact, any derivation Dp at p is obtained this way. In order to see this, first note that any

smooth function defined in a neighborhood of p can be restricted to a ball centered at p so

that

f(x) = f(p) +

∫ 1

0

df

dt
(p+ t(x− p))dt

= f(p) +

m∑
i=1

(xi − pi)
∫ 1

0

∂f

∂xi
(p+ t(x− p))dt

at any point x in the ball. Then, for any smooth function f defined in a neighborhood of p

Dp[f ] =
m∑
i=1

Dp[x
i]
∂f

∂xi
(p).

As a result, the tangent vector 〈Dp[x
1], . . . , Dp[x

m]〉p corresponds to the derivation Dp via

the above association. In particular, the vector space of derivations at p has dimension m,

and a canonical basis is { ∂
∂x1

, . . . , ∂
∂xm }.

Next, we have the following theorem:

Theorem 1.1. Let F : M → N be a smooth map. Then for any p ∈M the map

F ∗p : G(F (p))→ G(p)

defined by F ∗p([f ]) = [f ◦ F ] is an algebra homomorphism that induces a homomorphism

between the vector spaces

dFp : TpM → TF (p)N

defined by dFp(Xp)[f ] = Xp[F
∗
p([f ])]. Furthermore,

(1) Both idM
∗
p and d(idM )p are the identity homomorphisms,

(2) If F : M → N ′ and G : N ′ → N are two smooth maps, and p ∈M , then,

(G ◦ F )∗p = F ∗p ◦G∗F (p) and d(G ◦ F )p = dGF (p) ◦ dFp.

Proof. We will prove that the map dFp is a homomorphism of vector spaces, and it behaves

well under compositions. The statements about F ∗p are left as an exercise. First, for any

Xp ∈ TpM , we prove that dFp(Xp) ∈ TF (p)N . For this, we need to check that dFp(Xp) is a

derivation at F (p):
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• Linearity: For any Xp ∈ TpM , f, g ∈ C∞(p), and a, b ∈ R,

dFp(Xp)(a[f ] + b[g]) = dFp(Xp)([af + bg])

= Xp([(af + bg) ◦ F ])

= Xp([a(f ◦ F ) + b(g ◦ F )])

= aXp[f ◦ F ] + bXp[g ◦ F ]

= adFp(Xp)[f ] + bdFp(Xp)[g].

• Leibniz rule: For any Xp ∈ TpM , and f, g ∈ C∞(F (p)),

dFp(Xp)([f ] · [g]) = dFp(Xp)[fg] = Xp[fg ◦ F ] = Xp([(f ◦ F ) · (g ◦ F )])

= Xp([f ◦ F ] · [g ◦ F ])

= (Xp[f ◦ F ]) g(F (p)) + f(F (p))Xp[g ◦ F ]

= dFp(Xp)[f ] g(F (p)) + f(F (p)) dFp(Xp)[g].

Next, we show that the map dFp is linear. For Xp, Yp ∈ TpM , a, b ∈ R, and f ∈ C∞(F (p)),

dFp(aXp + bYp)[f ] = (aXp + bYp)[f ◦ F ]

= aXp[f ◦ F ] + bYp[f ◦ F ]

= a dFp(Xp)[f ] + b dFp(Yp)[f ].

Therefore, dFp is a linear map between the tangent spaces TpM and TF (p)N .

Finally, we show that if F : M → N ′ and G : N ′ → N are two smooth maps, and p ∈M ,

then d(G ◦ F )p = dGF (p) ◦ dFp: For any Xp ∈ TpM , and f ∈ C∞(G(F (p))),

d(G ◦ F )p(Xp)[f ] = Xp[f ◦G ◦ F ]

= dFp(Xp)[f ◦G]

= dGF (p)(dFp(Xp))[f ]

= (dGF (p) ◦ dFp)(Xp)[f ].

�

Using Example 2 and applying Theorem 1.1 to a coordinate map, we deduce that the

dimension of the tangent space to a smooth manifold M at any point p ∈ M is equal to

the topological dimension of M . Moreover, given a coordinate neighborhood (U,ϕ) around

p with coordinate functions (x1, . . . , xm), denote, without ambiguity, the tangent vector

dϕ−1
ϕ(p)(

∂
∂xi

) by ∂
∂xi
|p.

Let F : M → N be a smooth function, and p ∈ M . Choose coordinate neighborhoods

(U,ϕ) around p with coordinate functions (x1, . . . , xm) and (V, φ) around F (p) with

coordinate functions (y1, . . . , yn) so that F (U) ⊂ V . Then the map φ ◦ F ◦ ϕ−1 appears as

φ ◦ F ◦ ϕ−1(x1, . . . , xm) = (F 1(x1, . . . , xm), . . . , Fn(x1, . . . , xm)). Now, we claim that
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dFp(
∂

∂xi
|p) =

n∑
j=1

∂F j

∂xi
(ϕ(p))

∂

∂x′j
|p.

To prove this, it suffices to compute dFp(
∂
∂xi
|p)[x′j ]. In this regard, note that

dFp(
∂

∂xi
|p)[x′j ] = dFp(d(ϕ−1)ϕ(p)(

∂

∂xi
))[x′j ]

= (dFp ◦ d(ϕ−1)ϕ(p))(
∂

∂xi
)[x′j ]

=
∂

∂xi
[x′j ◦ F ◦ d(ϕ−1)]

=
∂

∂xi
[F j ] =

∂F j

∂xi
(ϕ(p)).

In particular, if (Uα, ϕα) and (Uβ, ϕβ) are two coordinate neighborhoods around p with

coordinate functions (x1
α, . . . , x

m
α ) and (x1

β, . . . , x
m
β ), respectively, then

∂

∂xjα
|p =

m∑
i=1

∂xiβ

∂xjα
(ϕα(p))︸ ︷︷ ︸

Jacobian of ϕβ◦ϕ−1
α

∂

∂xiβ
|p.

Returning to the first description of the tangent space via smooth parametrized curves,

note that an equivalence class [γ] of smooth parametrized curves in a smooth manifold M

through a point p ∈M yields a unique tangent vector to M at p by

Xp =
m∑
i=1

d(xi ◦ γ)

dt
(0)

∂

∂xi
|p.

Conversely, any tangent tangent vector Xp =
∑m

i=1 a
i ∂
∂xi
|p ∈ TpM defines a line L(t) :=

ϕ(p) + t(a1, . . . , am) where t ∈ (−ε, ε) for ε > 0 sufficiently small. The image of L(t) under

ϕ−1 yields a smooth parametrized curve γ in M through p for which d(xi◦γ)
dt (0) = ai for

each i = 1, . . . ,m.

Definition. Let Xp ∈ TpM and f ∈ C∞(p). Then Xp[f ] is called the directional derivative

of f at p. If γ is a smooth parametrized curve in M through p that represents Xp in the

above sense, then Xp[f ] = d(f◦γ)
dt (0). Given a coordinate neighborhood (U,ϕ) around p

with coordinate functions x1, . . . , xm, in which Xp =
∑m

i=1 a
i ∂
∂xi
|p, we have

Xp[f ] =
m∑
i=1

ai
∂(f ◦ ϕ−1)

∂xi
(ϕ(p)).

An ordered basis of TpM defines an orientation on TpM . Two ordered bases define the

same orientation if the change of basis matrix has positive determinant. Having said that,

M is orientable if and only if it is possible to choose an orientation at any point in M

so that every point p ∈ M has a coordinate neighborhood (U,ϕ) with dϕp mapping the

orientation of TpM to the same orientation of Rm.
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The tangent bundle TM of M is the disjoint union
⊔
p∈M TpM . There exists a projection

map

π : TM →M

sending Xp to p. The tangent bundle is endowed with a topology defined as follows: let

{(Uα, ϕα)} be a smooth atlas for M . Then one can define Ũα = π−1(Uα) and

ϕ̃α : Ũα → ϕ(Uα)× Rm

where ϕ̃α(Xp) = (ϕα(p), 〈Xp[x
1], . . . , Xp[x

m]〉). The topology on TM is generated by a

basis consisting of pre-images of all open subsets of ϕ(Uα)×Rm endowed with the product

topology.

Exercise. Show that the family {(Ũα, ϕ̃α)} is a smooth atlas for TM , and hence the tangent

bundle is a smooth manifold of dimension twice the dimension of M . Furthermore, π is a

smooth map.

The pairs (Ũα, (ϕ
−1
α × id) ◦ ϕ̃α) are local trivializations for TM . The manifold M is called

parallelizable if there exists a global trivialization.

Example 3. The unit circle: Consider S1 as embedded in R2, and defined by the equation

x2 + y2 = 1. The embedding allows us to see the tangent space to S1 at a point (x, y) as

a subspace of T(x,y)R2 spanned by x ∂
∂y − y

∂
∂x . As a result, tangent bundle of S1 can be

identified with S1 × R via the map sending λ(x ∂
∂y − y

∂
∂x)|(x,y) to ((x, y), λ). Note that S1

is parallelizable.

2. February 3–February 7

Definition. A section of the tangent bundle is a map s : M → TM such that s ◦π = idM .

It is smooth if s is a smooth map.

A section of the tangent bundle TM is called a vector field on M . Given a coordinate

neighborhood (U,ϕ) on M with coordinate functions x1, . . . , xm, X can be locally described

by

X : p 7→ (p, 〈X1(p), . . . , Xm(p)〉),

where Xp =
∑m

i=1X
i(p) ∂

∂xi
|p for any p ∈ U . Alternatively, a vector field X on M can be

regarded as a linear operator from C∞(M) to itself satisfying the Leibniz rule. Then a

vector field X on M is smooth if and only if the function Xf defined by

Xf(p) = Xp[f ]

is smooth for any f ∈ C∞(M). The space of smooth vector fields on M , denoted X(M), is

a real vector space.
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The cotangent space of M at p is defined to be the vector space dual of the tangent space

to M at p. To be more explicit, let F(p) be the subspace of G(p) defined by

F(p) := {[f ] | d(f ◦ γ)

dt
(0) = 0 ∀[γ] ∈ Γ(p)}.

Then the cotangent space T ∗pM is defined to be G(p)/F(p). The cotangent vector

corresponding to the germ of a function f is denoted dfp and called the differential of

f at p. Given a function f ∈ C∞(p), we can regard dfp as a linear map dfp : TpM → R
defined by

dfp(Xp) := Xp[f ].

In particular, given a coordinate neighborhood (U,ϕ) around p with coordinate functions

(x1, . . . , xm), the corresponding cotangent vectors are denoted {dx1
p, . . . , dx

m
p }, and they

form a canonical basis for T ∗pM dual to the canonical basis { ∂
∂x1
|p, . . . , ∂

∂xm |p} for TpM .

More precisely, for any f ∈ C∞(p)

dfp =

m∑
i=1

∂(f ◦ ϕ−1)

∂xi
(ϕ(p))dxip.

Theorem 2.1. Let F : M → N be a smooth map. Then for any p ∈M the map

F ∗p : T ∗F (p)N → T ∗pM

defined by F ∗p(dfF (p)) = d(f ◦ F )p is a homomorphism.

Proof. This map is induced by the algebra homomorphism defined in Theorem 1.1. We only

need to show that F ∗p maps F(F (p)) into F(p). In this regard, note that if f ∈ C∞(F (p))

such that [f ] ∈ F(F (p)), then [f ◦ F ] ∈ F(p) since for any smooth parametrized curve γ in

M through p, F ◦ γ is a smooth parametrized curve in N through F (p), and

d((f ◦ F ) ◦ γ)

dt
(0) =

d(f ◦ (F ◦ γ))

dt
(0) = 0

for all [γ] ∈ Γ(p). This completes the proof. �

As a result, given two coordinate neighborhoods (Uα, ϕα) and (Uβ, ϕβ) around p with

respective coordinate functions (x1
α, . . . , x

m
α ) and (x1

β, . . . , x
m
β ), we have

dxjβp =

m∑
i=1

∂xjβ
∂xiα

(ϕα(p))︸ ︷︷ ︸
Jacobian of ϕβ◦ϕ−1

α

dxiαp.

The cotangent bundle T ∗M of M is the disjoint union
⊔
p∈M T ∗pM . There exists a projection

map

π : T ∗M →M
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sending dfp to p, and a natural bijection between the tangent and cotangent bundles of M

such that the following diagram commutes:

TM
' //

π
��

T ∗M

π
��

M
id // M

The cotangent bundle of M is endowed with a topology to make this bijection a

homeomorphism, and it admits a smooth structure when M is smooth: a smooth atlas

{(Uα, ϕα)} for M yields a smooth atlas {(Ũα, ϕ̃α)} for T ∗M where Ũα = π−1(Uα) and

ϕ̃α : Ũα → ϕα(Uα)× Rm

is defined by ϕ̃α(dfp) = (ϕα(p), 〈dfp( ∂
∂x1

), . . . , dfp(
∂

∂xm )〉).
Sections of the cotangent bundle are called covector fields on M . A covector field ω is

smooth if ω(X) ∈ C∞(M) for any X ∈ X(M).

Example 4. The differential of a function f ∈ C∞(M) defined by

df(X)(p) := Xp[f ]

for any X ∈ X(M), is a smooth covector field on M .

A smooth map F : M → N yields smooth maps dF : TM → TN and F ∗ : T ∗N → T ∗M

defined pointwise as in Theorems 1.1 and 2.1, respectively. Although dF does not map

vector fields on M to vector fields on N , F ∗ maps covector fields on N to covector fields

on M .

Tensors and Tensor Fields

We begin with a review of some concepts from linear algebra.

Definition. Let V be an m-dimensional vector space over a field K. A tensor T of type

(r, s) on V is a multi-linear map

T : V×r ×V∗×s := V × · · · ×V︸ ︷︷ ︸
r

×V∗ × · · · ×V∗︸ ︷︷ ︸
s

→ K.

Here, r denotes the covariant order, and s denotes the contravariant order of the tensor.

Definition. Let W be an n-dimensional vector space over a field K. The tensor product

V ⊗K W is defined to be the vector space over K that is the quotient of the vector space

freely generated over K by V ×W by the subspace spanned by

• (v1, w) + (v2, w)− (v1 + v2, w),

• (v, w1) + (v, w2)− (v, w1 + w2),

• c(v, w)− (cv, w),

• c(v, w)− (v, cw),
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where v, v1, v2 ∈ V, w,w1, w2 ∈W, and c ∈ K. For any v ∈ V and w ∈W, the equivalence

class of the pair (v, w) is denoted by v ⊗ w.

Given bases {v1, . . . , vn} and {w1, . . . , wm} for V and W, respectively, the set {vi ⊗ wj}
yields a basis for V ⊗K W. To see this, it suffices to show that for any v ∈ V and w ∈W,

v ⊗ w can be uniquely written as a linear combination of vectors from this set. In this

regard, first note that the set {vi ⊗ wj} is linearly independent. Then write

v =

m∑
i=1

aivi, w =

n∑
j=1

bjwj

where ai, bj ∈ K to see that

v ⊗ w =
m∑
i=1

n∑
j=1

aibjvi ⊗ wj .

In particular, the dimension of V ⊗K W is equal to m · n.

Note also that V ⊗K W has the property that any bilinear map α : V ×W → Z into a

vector space Z factors through V ⊗K W. More precisely, there exists a unique linear map

β : V ⊗K W→ Z such that the diagram

V ×W
h //

α
&&

V ⊗K W

β
��

Z

commutes, where h : V×W→ V⊗KW is defined by h(v, w) = v⊗w. This is the universal

property that defines the tensor product up to isomorphism.

Theorem 2.2. Let V be an n-dimensional vector space over a field K. The space T r
s(V)

of type (r, s)-tensors on V is a vector space equipped with addition and scalar multiplication

operations defined by

• (T + S)(v1, . . . , vr, v
′∗
1 , . . . , v

′∗
s ) := T (v1, . . . , vr, v

′∗
1 , . . . , v

′∗
s ) + S(v1, . . . , vr, v

′∗
1 , . . . , v

′∗
s ),

• (cT )(v1, . . . , vr, v
′∗
1 , . . . , v

′∗
s ) := cT (v1, . . . , vr, v

′∗
1 , . . . , v

′∗
s ).

Furthermore, T r
s(V) is isomorphic to the tensor product

V∗⊗r ⊗K V⊗s := V∗ ⊗K · · · ⊗K V∗︸ ︷︷ ︸
r

⊗KV ⊗K · · · ⊗K V︸ ︷︷ ︸
s

.

In particular, it has dimension mr+s.

Proof. The fact that T r
s(V) is a vector space is easy to check, and it is left as an exercise.

In order to prove the latter claim, fix a basis {e1, . . . , em} for V and consider the dual basis

{e1, . . . , em} for V∗ defined by ei(ej) = δij . Then define a homomorphism

Φ : T r
s(V)→ V∗⊗r ⊗K V⊗s,
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by

Φ(T ) =
∑

ik,jk∈{1,...,m}

T (ei1 , . . . , eir , e
j1 , . . . , ejs)ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs .

Note that the map Φ is injective since Φ(T ) = 0 implies that T (ei1 , . . . , eir , e
j1 , . . . , ejs) = 0

for any i1, . . . , ir, j1, . . . , js ∈ {1, . . . ,m}, which in turn implies that T = 0 by multi-linearity.

Meanwhile, by a generalization of the above discussion for tensor products, the set

{ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs}

is a basis for V∗⊗r ⊗K V⊗s, and for each basis element ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs there

exists a canonically defined multi-linear map sending a vector (v1, . . . , vr, v
′∗
1 , . . . , v

′∗
s ) to

ei1(v1) · · · eir(vr) · v′∗1 (ej1) · · · v′∗s (ejs).

The map Φ sends the latter to the basis element ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs . Therefore,

Φ is surjective. �

In light of Theorem 2.2, we shall regard tensors as both multi-linear functionals on

V×r ×V∗×s and elements of V∗⊗r ⊗K V⊗s.

Let {e1, . . . , em} be a basis for V. Pick another basis {e′1, . . . , e′m}, and let Bi
j be the

change of base matrix, that is, e′j =
∑m

i=1 Bi
jei. Let Ai

j be the inverse of the matrix Bi
j .

Then

e′i1 ⊗ · · · ⊗ e′ir ⊗ e′j1 ⊗ · · · ⊗ e
′
js

=
∑

k1,...,kr,l1,...,ls∈{1,...,n}

Ak1
i1 · · ·Akr

ir · Bl1
j1 · · ·Bls

jqe
k1 ⊗ · · · ⊗ eks ⊗ el1 ⊗ · · · ⊗ els

Definition. The product of two tensors one of type (r1, s1) and the other of type (r2, s2)

is a tensor of type (r1 + r2, s1 + s2). More precisely, if T ∈ T r1
s1(V) and S ∈ T r2

s2(V),

then T ⊗ S ∈ T r1+r2
s1+s2(V) is defined by

(T ⊗ S)(v1, . . . , vr1 , vr1+1, . . . , vr1+r2 , v
′∗
1 , . . . , v

′∗
s1 , v

′∗
s1+1, . . . , v

′∗
s1+s2)

:= T (v1, . . . , vr1 , v
′∗
1 , . . . , v

′∗
s1) · S(vr1+1, . . . , vr1+r2 , v

′∗
s1+1, . . . , v

′∗
s1+s2).

Exercise. Show that the tensor product operation is bilinear, associative, and it is

distributive over addition.

Denote by T (V) the direct sum ⊕
rs≥0

T r
s(V).

An element of T (V) is a finite formal sum. The infinite dimensional vector space T (V)

together with tensor product is an associative algebra, called the tensor algebra.
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Definition. The symmetrizing and alternating maps on T r
0(V) are defined respectively

as follows:

(ST )(v1, . . . , vr) :=
1

r!

∑
σ∈Sr

T (vσ(1), . . . , vσ(r)),

(AT )(v1, . . . , vr) :=
1

r!

∑
σ∈Sr

sgn(σ)T (vσ(1), . . . , vσ(r)),

where Sr is the symmetric group on a r element set, and sgn(σ) is the sign of σ ∈ Sr.

Definition. A covariant tensor T ∈ T r
0(V) is called symmetric if

T (v1, . . . , vr) = T (vσ(1), . . . , vσ(r)).

for any v1, . . . , vr ∈ V and σ ∈ Sr. It is called alternating if

T (v1, . . . , vr) = sgn(σ)T (vσ(1), . . . , vσ(r)).

for any v1, . . . , vr ∈ V and σ ∈ Sr.

Remark. It follows from the definitions that T ∈ T r
0(V) is symmetric (resp. alternating)

if and only if ST = T (resp. AT = T ).

The set Λr(V) of alternating tensors form a subspace of T r
0(V)

Definition. Given two alternating tensors T ∈ Λr1(V) and S ∈ Λr2(V), we define the

exterior (or wedge) product of T and S by

T ∧ S :=
(r1 + r2)!

r1! · r2!
A(T ⊗ S).

Together with the exterior product, the direct sum

Λ(V) :=
⊕
r≥0

Λr(V)

is an associative algebra, called the exterior algebra.

Exercise. To show associativity, note that if T ∈ Λr1(V), S ∈ Λr2(V), and R ∈ Λr3(V),

then

T ∧ S ∧R =
(r1 + r2 + r3)!

r1! · r2! · r3!
A(T ⊗ S ⊗R).

Theorem 2.3. Given two alternating tensors T ∈ Λr1(V) and S ∈ Λr2(V), we have

T ∧ S = (−1)r1r2S ∧ T.

Proof. Consider the permutation τ sending k ∈ {1, . . . , r1 +r2} to k+r2 (mod r1 +r2). This

permutation can be written as r2 power of the r1 + r2-cycles sending k ∈ {1, . . . , r1 + r2}
to k + 1 (mod r1 + r2). Therefore, sgn(σ) = (−1)r1r2+r22−r2 . By definition,

T ∧ S(v1, . . . , vr1+r2) = (−1)r1r2T ∧ S(vτ(1), . . . , vτ(r1+r2)).
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Meanwhile,

T ∧ S(vτ(1), . . . , vτ(r1+r2))

=
1

r1! · r2!

∑
σ∈Sr1+r2

sgn(σ)T (vστ(1), . . . , vστ(r1)) · S(vστ(r1+1), . . . , vστ(r1+r2))

=
1

r1! · r2!

∑
σ∈Sr1+r2

sgn(σ)T (vσ(r1+1), . . . , vσ(r1+r2)) · S(vσ(1), . . . , vσ(r1))

= S ∧ T (v1, . . . , vr1+r2).

This completes the proof. �

One immediate outcome of this is that for T ∈ Λr(V) where r is odd, T ∧ T = 0. As a

result, Λr(V) is empty for r > m.

Theorem 2.4. Given a basis {e1, . . . , em} for the vector space V, the set {ei1 ∧ · · · ∧ eir}
where {i1, . . . , ir} ⊂ {1, . . . ,m} such that i1 < · · · < ir is a basis for Λr(V). In particular,

Λr(V) has dimension
m!

r!(m− r)!
.

Proof. Since the set {ei1 ⊗ · · · ⊗ eir} where i1, . . . , ir ∈ {1, . . . ,m} is a basis for T r(V), and

A(T r(V)) = Λr(V), we conclude that {A(ei1 ⊗ · · · ⊗ eir) = ei1 ∧ · · · ∧ eir} spans Λr(V).

Next, we show that the set {ei1 ∧ · · · ∧ eir} is linearly independent. In order to see this,

first note that e1 ∧ · · · ∧ em 6= 0. The latter follows from

e1 ∧ · · · ∧ em(e1, . . . , em) = m!A(e1 ⊗ · · · ⊗ em)(e1, . . . , em)

=
∑
σ∈Sm

sgn(σ)e1 ⊗ · · · ⊗ em(eσ(1), . . . , eσ(m))

= 1.

Now, we show that the set {ei1 ∧ · · · ∧ eir} is linearly dependent. Let∑
1≤i1<···<ir≤m

ci1···ire
i1 ∧ · · · ∧ eir = 0

but not all coefficients ci1···ir ∈ K are zero. Let {j1, . . . , jr} ⊂ {1, . . . ,m} such that cj1···jr 6=
0, and {k1, . . . , km−r} = {1, . . . ,m}r {j1, . . . , jr}. Then

±cj1···jr =
[ ∑

1≤i1<···<ir≤m
ci1···ire

i1 ∧ · · · ∧ eir
]
∧ ek1 ∧ · · · ∧ ekm−r(e1, . . . , em) = 0,

which is a contradiction. Hence, there is no such linear combination. �

Exercise. Show that a collection of vectors {v1, . . . , vr} ⊂ V is linearly dependent if and

only if v∗1 ∧ · · · ∧ v∗r = 0.
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Corollary 2.5. For any r > n, the vector space Λr(V) is trivial. Hence,

Λ(V) =

m⊕
r=0

Λr(V),

and it has dimension 2m.

Proof. This follows from Theorems 2.3 and 2.4. �

Let H : V → W be a linear map. Then for any r > 0, H induces a linear map

H∗ : Λr(W)→ Λr(V) defined by

(H∗T )(v1, . . . , vr) := T (H(v1), . . . ,H(vr)),

where v1, . . . , vr ∈ V.

Theorem 2.6. Given a linear map H : V → W , H∗ : Λ(W) → Λ(V) commutes with the

exterior product, i.e. for any T ∈ Λr1(W) and S ∈ Λr2(W)

H∗(T ∧ S) = H∗T ∧H∗S.

Proof. Let v1, . . . , vr, vr1+1, . . . , vr1+r2 ∈ V. Then

H∗(T ∧ S)(v1, . . . , vr1 , vr1+1, . . . , vr1+r2)

= (T ∧ S)(H(v1), . . . ,H(vr1), H(vr1+1), . . . ,H(vr1+r2))

=
1

(r1 + r2)!

∑
σ∈Sr1+r2

T (H(vσ(1)), . . . ,H(vσ(r1))) · S(H(vσ(r1+1)), . . . ,H(vσ(r1+r2)))

=
1

(r1 + r2)!

∑
σ∈Sr1+r2

(H∗T )(vσ(1), . . . , vσ(r1)) · (H∗S)(vσ(r1+1), . . . , vσ(r1+r2))

= (H∗T ∧H∗S)(v1, . . . , vr1 , vr1+1, . . . , vr1+r2).

�

Definition. Given v ∈ V and T ∈ Λr(V), we define the contraction of T by v as the tensor

ιvT ∈ Λr−1(V) by

ιvT (v1, . . . , vr−1) := T (v, v1, . . . , vr−1).

Definition. For any r, s > 0, the contraction operator

cij : T rs(V)→ T r−1
s−1(V)

is defined by

cij(v
∗
1 ⊗ · · · ⊗ v∗r ⊗ v′1 ⊗ · · · ⊗ v′s) := v∗i (v

′
j)v
∗
1 ⊗ · · · ⊗ v̂∗i ⊗ · · · ⊗ v∗r ⊗ v′1 ⊗ · · · ⊗ v̂′j ⊗ · · · ⊗ v′s,

where v′1, . . . , v
′
s ∈ V and v∗1, . . . , v

∗
r ∈ V∗ arbitrary.

Lemma 2.7. Let v ∈ V, T ∈ Λr1(V), and S ∈ Λr2(V). Then

ιv(T ∧ S) = (ιvT ) ∧ S + (−1)r1T ∧ (ιvS).
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Homework-1
Due 2/20/14

Please work these problems out on your own, and if you consult a book or any other

reference, please include it in your solution. Feel free to email me or visit me in my office

if you need clarification.

(1) Show that the tangent bundle of a smooth manifold M is a smooth orientable

manifold.

(2) Similar to Example 2, give a description of the tangent bundle of the 3-sphere

explicit enough to deduce that S3 is parallelizable. (Hint: Consider S3 as embedded

in R4 with coordinates x1, . . . , x4, and note that the restriction of the vector field

x1 ∂

∂x2
− x2 ∂

∂x1
+ x3 ∂

∂x4
− x4 ∂

∂x3

to S3 is nowhere vanishing.)

In fact, all closed orientable 3-manifolds are parallelizable. Specific to the case

of spheres, both S1 and S3 admit the structure of a Lie group; therefore, they

are parallelizable. Although these are the only spheres with a Lie group structure,

there is another sphere, namely S7, which is also parallelizable. Bott and Milnor,

and independently Kervaire, proved that S1, S3, and S7 are the only parallelizable

spheres, a result which requires sophisticated tools from algebraic topology.

(3) Let M be a smooth m-dimensional manifold, p ∈M , and f1, . . . , fk ∈ C∞(p) where

k ≤ m. Show that one can find a coordinate neighborhood (U,ϕ) around p for

which f1, . . . , fk are some of the coordinate functions if and only if df1p, . . . , dfkp are

linearly independent in T ∗p (M).

(4) Let V be a 2n-dimensional vector space over R, and Ω ∈ Λ2(V) be such that

Ω ∧ · · · ∧ Ω︸ ︷︷ ︸
n−times

6= 0.

(a) Show that for any non-zero v ∈ V there exists w ∈ V such that Ω(v, w) = 1.

(b) Show that V∗ admits a basis {e1, . . . , en, f1, . . . , fn} such that

Ω =

n∑
i=1

ei ∧ f i.

(Hint: Use part (a), and the definition that for a subspace W ⊂ V

WΩ := {v ∈ V | Ω(v, w) = 0 ∀w ∈W}.)

An alternating tensor such as Ω is called a symplectic form on V.

(5) Prove Lemma 2.7.
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3. February 10–February 14

Tensor Bundles and Tensor Fields

Let M be smooth m-dimensional manifold, and p ∈M . Denote by T r
s(p) the vector space

of type (r, s) tensors on TpM . Then,

T r
s(M) :=

⊔
p∈M

T r
s(p)

is called the (r,s)-tensor bundle onM . The topology on T r
s(M) is described similarly to the

topology on the tangent/cotangent bundle of M . To be more precise, let π : T r
s(M)→M

be the projection map, and {(Uα, ϕα)} be a smooth atlas on M . For each coordinate

neighborhood (Uα, ϕα) with coordinate functions x1
α, . . . , x

m
α , define local trivializations

Ũα := π−1(Uα),

Ψα : π−1(Uα)→ Uα × [(Rm)∗⊗r ⊗ (Rm)⊗s︸ ︷︷ ︸
∼=Rmr+s

],

by

Ψα(
∑

i1,...,ir,j1,...,js∈{1,...,m}

cj1···js i1···ird(xi1α )p ⊗ · · · ⊗ d(xirα )p ⊗
∂

∂xj1α
|p ⊗ · · · ⊗

∂

∂xjsα
|p)

= (p,
∑

i1,...,ir,j1,...,js∈{1,...,m}

cj1···js i1···ire
i1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs),

where {e1, . . . , em} is the standard basis for Rm and {e1, . . . , em} is its dual. Then the

topology of T r
s(M) is generated by pre-images under φ̃α of open subsets of Uα × Rmr+s ,

endowed with the product topology. With this topology and the atlas {(Ũα, (ϕα×id)◦Ψα)},
the tensor bundle T k

l(M) becomes a smooth manifold of dimension m+mr+s, and π is a

smooth map. In particular, the (0,1)-tensor bundle is the tangent bundle of M , while the

(1,0)-tensor bundle is the cotangent bundle of M . Similarly, we define the degree-k exterior

bundle of M as

Λk(M) :=
⊔
p∈M

Λk(T ∗pM),

endowed with the topology induced from T k0(M), and the projection π : Λk(M)→M .

Note that whenever Uα ∩ Uβ 6= ∅, we have

Ψα ◦Ψ−1
β (p, T ) = (p, gαβ(p)T ),

where gαβ : Uα ∩ Uβ → GL(mr+s,R) is smooth such that

• gαα(p) = id for any p ∈ Uα,

• gαβ ◦ gβγ ◦ gγα(p) = id for any p ∈ Uα ∩ Uβ ∩ Uγ 6= ∅.

The smooth maps gαβ are called the transition functions for the tensor bundle T r
s(M).

The data provided by the transition functions is enough to construct the tensor bundle.
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Definition. A smooth (r,s)-tensor field on M is a smooth section of π : T r
s(M) → M .

A smooth section of the exterior bundle π : Λk(M) → M is called a degree-k differential

form, or simply a k-form. Tensor product, exterior product, and contraction operations

can be carried over to smooth tensor fields via pointwise definitions.

In a given coordinate neighborhood (Uα, ϕα) with coordinate functions x1
α, . . . , x

m
α ,

a (r,s)-tensor field T can be written as

T |Uα =
∑

i1,...,ir,j1,...,jl∈{1,...,m}

T j1···js i1···irdx
i1
α ⊗ · · · ⊗ dxirα ⊗

∂

∂xj1α
⊗ · · · ⊗ ∂

∂xjsα
,

where T j1···js i1···ir ∈ C∞(Uα). If (Uβ, ϕβ) is another coordinate neighborhood with

coordinate functions x1
β, . . . , x

m
β such that Uα ∩ Uβ 6= ∅, and

T |Uβ =
∑

k1,...,kr,`1,...,`s∈{1,...,m}

T `1···`sk1···krdx
k1
β ⊗ · · · ⊗ dx

kr
β ⊗

∂

∂x`1β
⊗ · · · ⊗ ∂

∂x`sβ
,

where T `1···`sk1···kr ∈ C∞(Uβ), then

T `1···`sk1···kr =
∑

i1,...,ir,j1,...,js∈{1,...,m}

(T j1···js i1···ir ◦ ϕ−1
α ◦ ϕβ) · ∂x

i1
α

∂xk1β
· · · ∂x

ir
α

∂xkrβ
· ∂x

`1
β

∂xj1α
· · · ∂x

`s
β

∂xjsα
.

Given a smooth vector field X on M , we can differentiate smooth tensor fields along X,

generalizing the notion of directional derivative of a smooth function along a smooth vector

field:

Theorem 3.1. Let X ∈ X(M), and p ∈ M . There exists an open neighborhood U of p,

ε > 0, and a unique smooth map

ρ : U × (−ε, ε)→M,

such that for any q ∈ U , and t ∈ (−ε, ε),

dρ(
d

dt
|(q,t)) = Xρ(q,t),

with ρ(q, 0) = q.

Proof. This is a local statement, and the proof is an application of the standard existence

and uniqueness result on initial value problems for ordinary differential equations. For more

details, see [2, IV-Theorem 4.2]. �

Definition. Given a smooth vector field X on M and a point p ∈ M , the smooth

parametrized curve ρ(p, ·) : (−ε, ε) → M is called an integral curve of X through p. The

collection of smooth maps {ρ(·, t)} form a local one-parameter group of diffeomorphisms.

(In particular, ρ(·,−t) = ρ(·, t)−1.)

Now let X and Y be smooth vector fields on M , and ω be a k-form on M .
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Definition. The Lie derivatives of f , Y , and ω along X are respectively defined by

(LXY )p :=
d

dt

∣∣∣∣
t=0

(dρ(·,−t)(Y ))p,

(LXω)p :=
d

dt

∣∣∣∣
t=0

(ρ(·, t)∗ω)p.

Note that if f ∈ C∞(M), and X ∈ X(M), then

(LXf)(p) =
d

dt

∣∣∣∣
t=0

[(ρ(·, t)∗f)(p)] =
d

dt

∣∣∣∣
t=0

[f ◦ ρ(p, t)] | = Xf(p).

More generally, we can define the Lie derivative of a smooth tensor field along a smooth

vector field on M in such a way that it is linear, and it satisfies the Leibniz rule with respect

to tensor product, i.e. if T and S are smooth tensor fields on M , then

LX(T ⊗ S) = (LXT )⊗ S + T ⊗ (LXS).

For this, define the Lie derivative of a smooth tensor field T by a smooth vector field X by

(LXT )p :=
d

dt

∣∣∣∣
t=0

(ρ(·, t)∗T )p,

where it is understood that ρ(·, t)∗ acts on the covariant part of the tensor field as ρ(·, t)∗,
and it acts on the contravariant part of the tensor field as ρ(·,−t)∗.

Theorem 3.2. The contraction operator commutes with the Lie derivative, i.e. if T is a

smooth tensor field on M , and X ∈ X(M), then

LX(cijT ) = cij(LXT ).

Proof. Let p ∈M . Then

(LX(cijT ))p =
d

dt

∣∣∣∣
t=0

[ρ(·, t)∗(CijT )]p

=
d

dt

∣∣∣∣
t=0

[cij(ρ(·, t)∗T )]p

= cij
d

dt

∣∣∣∣
t=0

[ρ(·, t)∗T ]p

= (cijLXT )p

�

Lemma 3.3. Let X,Y ∈ X(M), and ω be a differential form. Then

LX(ιY ω)− ιY LXω = ιLXY ω.

Proof. Consider the tensor ω ⊗ Y . Note that ιY ω = c1
1[ω ⊗ Y ], and hence

LX(ιY ω) = LX(c1
1[ω ⊗ Y ]) = c1

1LX(ω ⊗ Y ),
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by Lemma 3.2. Meanwhile, by Leibniz rule,

c1
1LX(ω ⊗ Y ) = c1

1[LX(ω)⊗ Y + ω ⊗ LXY ] = ιY LXω + ιLXY ω.

This completes the proof. �

Lemma 3.4. Let T be a smooth (r, s)-tensor field on M , and X ∈ X(M). Then for any

X1, . . . , Xr ∈ X(M) and any 1-forms ω1, . . . , ωs on M

LX [T (X1, . . . , Xr, ω1, . . . , ωs)] = (LXT )(X1, . . . , Xr, ω1, . . . , ωs)

+

r∑
i=1

T (X1, . . . ,LXXi, . . . , Xr, ω1, . . . , ωs)

+
s∑
j=1

T (X1, . . . , Xr, ω1, . . . ,LXωj , . . . , ωs).

Proof. This follows by applying Theorem 3.2, together with the Leibniz rule, to

c1
1 · · · c1

1︸ ︷︷ ︸
(r+s)−times

T ⊗ ω1 ⊗ · · · ⊗ ωs ⊗X1 ⊗ · · · ⊗Xr.

�

Definition. Let X and Y be smooth vector fields on M . Define their Lie bracket [X,Y ]

pointwise by

[X,Y ]p[f ] = Xp[Y f ]− Yp[Xf ],

for any f ∈ C∞(p).

Theorem 3.5. For any X,Y ∈ X(M), we have

LXY = [X,Y ].

Proof. Let p ∈M and f ∈ C∞(p). Then

(LXY )p[f ] =
d

dt

∣∣∣∣
t=0

(dρ(·,−t)(Y ))f(p)

=
d

dt

∣∣∣∣
t=0

(ρ(·, t)∗Y (f ◦ ρ(·,−t)))(p)

=
d

dt

∣∣∣∣
t=0

(ρ(·, t)∗Y f)(p) + Yp[
d

dt

∣∣∣∣
t=0

f ◦ ρ(·,−t)]

=
d

dt

∣∣∣∣
t=0

Y f(ρ(p, t)) + Yp[−Xf ]

= Xp[Y f ]− Yp[Xf ].

�

Next, we show that the space of smooth vector fields on M together with the Lie bracket

has the structure of a Lie algebra:
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Theorem 3.6. Let X,Y, Z ∈ X(M) and f, g ∈ C∞(M). Then

(1) [X,Y ] = −[Y,X],

(2) [X + Y,Z] = [X,Z] + [Y,Z],

(3) [fX, gY ] = f(Xg)Y − g(Y f)X + fg[X,Y ],

(4) (Jacobi’s identity) [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

Proof. The proof simply uses the definition of Lie bracket. To prove (4), let f ∈ C∞(M)

and write

[X, [Y, Z]]f = XY (Zf)−XZ(Y f)− Y Z(Xf) + ZY (Xf).

After cyclically permuting, we get similar equations for [Y, [Z,X]]f and [Z, [X,Y ]]f . Add

the three equations side-by-side and observe the cancellations. �

Proposition 3.7. Let X,Y ∈ X(M), and ω be a k-form on M . Then

LX(LY ω)− LY (LXω) = L[X,Y ]ω.

Proof. The proof is by induction on k. In this regard, note first that the above equation is

satisfied for any f ∈ C∞(M), namely,

LX(LY f)− LY (LXf) = X(Y f)− Y (Xf) = [X,Y ]f = L[X,Y ]ω.

Suppose that the equation holds for all n-forms where n < k. Let ω ∈ Ωk(M), and

Z ∈ X(M) be arbitrary. Then, by assumption,

L[X,Y ](ιZω) = LX(LY ιZω)− LY (LXιZω).

Meanwhile,

L[X,Y ](ιZω) = ιZL[X,Y ]ω + ι[[X,Y ],Z]ω,

and

LX(LY ιZω) = LX(ιZLY ω + ιY,Zω)

= ιZLX(LY ω) + ι[X,Z]LY ω + ι[Y,Z]LXω + ι[X,[Y,Z]]ω,

by Lemma 3.3. Similarly,

Ly(LXιZω) = LY (ιZLXω + ιX,Zω)

= ιZLY (LXω) + ι[Y,Z]LXω + ι[X,Z]LY ω + ι[Y,[X,Z]]ω.

Therefore,

LX(LY ιZω)− LY (LXιZω) = ιZ [LX(LY ω)− LY (LXω)] + ι[X,[Y,Z]]ω + ι[Y,[Z,X]]ω.

Since by Jacobi’s identity,

ι[[X,Y ],Z]ω = ι[X,[Y,Z]]ω + ι[Y,[Z,X]]ω,

we have

ιZ [LX(LY ω)− LY (LXω)] = ιZL[X,Y ]ω
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for any Z ∈ X(M). This completes the proof. �

Proposition 3.8. Let X,Y1, . . . , Yk ∈ X(M), and ω be a k-form on M . Then

(LXω)(Y1, . . . , Yk) = LX [ω(Y1, . . . , Yk)]−ω([X,Y1], Y2, . . . , Yk)−· · ·−ω(Y1, . . . , Yk−1, [X,Yk]).

Proof. This follows from Lemma 3.4. �

Next we focus on the exterior bundle. Denote by Ωk(M) the vector space of all k-forms

on M . Then the exterior product endows

Ω(M) :=

m⊕
k=0

Ωk(M),

with the structure of an algebra, called the exterior algebra. In fact, Ω(M) is a graded

algebra where the grading is the degree of differential forms. Furthermore, if ω1 and ω2 are

differential forms on M , and X ∈ X(M), then

LX(ω1 ∧ ω2) = (LXω1) ∧ ω2 + ω1 ∧ LXω2.

Hence, Lie derivative along a smooth vector field on M is a derivation on Ω(M). This

follows from the fact that Lie derivative satisfies the Leibniz rule with respect to tensor

product, and it commutes with the alternating operator.

Theorem 3.9. Let M be a smooth m-dimensional manifold. Then there exists a unique

real linear map d : Ω(M)→ Ω(M) such that

(1) If f ∈ C∞(M) = Ω0(M), then df is the differential of f .

(2) If ω1 ∈ Ωk(M) and ω2 ∈ Ω`(M), then

d(ω1 ∧ ω2) = dω1 ∧ ω2 + (−1)kω1 ∧ dω2.

(3) d ◦ d = 0.

This linear operator is called the exterior derivative.

Proof. We prove the theorem by showing that exterior derivative is a local operator. In

other words, for any k-form ω, dω is uniquely defined by its restriction on coordinate

neighborhoods.

Step 1: Let {(Uα, ϕα)} be a maximal smooth atlas on M , and fix a coordinate

neighborhood (Uα, ϕα) with coordinate functions x1
α, . . . , x

m
α . The restriction of any k-form

ω on M to Uα can be written as

ω|Uα =
∑

1≤i1<···<ik≤m
fi1···ikdx

i1
α ∧ · · · ∧ dxikα ,

where fi1···ik ∈ C∞(Uα). Define

dUα ω|Uα :=
∑

1≤i1<···<ik≤m
dfi1···ik ∧ dx

i1
α ∧ · · · ∧ dxikα .
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where

dfi1···ik =

m∑
j=1

∂fi1···ik

∂xjα
dxjα.

From this, properties (1) and (3) follow immediately. In order to prove property (2), let

ω1|Uα =
∑

1≤i1<···<ik≤m
f1
i1···ikdx

i1
α ∧ · · · ∧ dxikα ,

ω2|Uα =
∑

1≤j1<···<jl≤m
f2
j1···jldx

j1
α ∧ · · · ∧ dxjlα .

Then

dUα (ω1 ∧ ω2)|Uα

= dUα

(
∑

1≤i1<···<ik≤m
f1
i1···ikdx

i1
α ∧ · · · ∧ dxikα ) ∧ (

∑
1≤j1<···<jl≤m

f2
j1···jldx

j1
α ∧ · · · ∧ dxjlα )



= dUα

 ∑
1≤i1<···<ik≤m
1≤j1<···<jl≤m

f1
i1···ikf

2
j1···jldx

i1
α ∧ · · · ∧ dxikα ∧ dxj1α ∧ · · · ∧ dxjlα


=

∑
1≤i1<···<ik≤m
1≤j1<···<jl≤m

d(f1
i1···ikf

2
j1···jl)dx

i1
α ∧ · · · ∧ dxikα ∧ dxj1α ∧ · · · ∧ dxjlα

=
∑

1≤i1<···<ik≤m
1≤j1<···<jl≤m

(f2
j1···jldf

1
i1···ik + f1

j1···jldf
2
i1···ik)dxi1α ∧ · · · ∧ dxikα ∧ dxj1α ∧ · · · ∧ dxjlα

=
∑

1≤i1<···<ik≤m
1≤j1<···<jl≤m

f2
j1···jldf

1
i1···ik ∧ dx

i1
α ∧ · · · ∧ dxikα ∧ dxj1α ∧ · · · ∧ dxjlα

+
∑

1≤i1<···<ik≤m
1≤j1<···<jl≤m

f1
i1···ikdf

2
j1···jl ∧ dx

i1
α ∧ · · · ∧ dxikα ∧ dxj1α ∧ · · · ∧ dxjlα

=
∑

1≤i1<···<ik≤m
1≤j1<···<jl≤m

(df1
i1···ik ∧ dx

i1
α ∧ · · · ∧ dxikα ) ∧ (f2

j1···jl ∧ dx
j1
α ∧ · · · ∧ dxjlα )

+
∑

1≤i1<···<ik≤m
1≤j1<···<jl≤m

(−1)k(f1
i1···ikdx

i1
α ∧ · · · ∧ dxikα ) ∧ (df2

j1···jl ∧ dx
j1
α ∧ · · · ∧ dxjlα )

= dUα(ω1|Uα) ∧ ω2|Uα + (−1)k ω1|Uα ∧ dUα(ω2|Uα).

Step 2: Now, if dM : Ω(M) → Ω(M) is a linear operator with the properties listed in

the theorem, then we want to show that (dMω)|Uα = dUαω|Uα for any Uα. Having fixed

p ∈ Uα, there exists a compact subset K ⊂ Uα and an open subset V ⊂ K̊ containing p,

and smooth functions h, g ∈ C∞(M) such that h(q) = 1 at any q ∈ K̊ and h(q) = 0 for

any q /∈ Uα, while g(p) = 1 and g(q) = 0 for any q /∈ V . Denote by ω̃ the k-form hω on M .
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Note that ω̃|V = ω|V . Write

ω|Uα =
∑

1≤i1<···<ik≤m
fi1···ikdx

i1
α ∧ · · · ∧ dxikα ,

and then

ω̃ =
∑

1≤i1<···<ik≤m
hfi1···ikdx

i1
α ∧ · · · ∧ dxikα .

Since g(ω − ω̃) = 0 and dM is a linear operator, dM (gω − gω̃) = 0. But then

dg ∧ (ω − ω̃) + g dM (ω − ω̃),

by properties of the operator dM . Since dg can only be non-zero in V , where ω̃ = ω, we

have

g dMω = g dM ω̃.

Meanwhile,

(g dM ω̃)p =
∑

1≤i1<···<ik≤m
dfi1···ikp ∧ dx

i1
αp ∧ · · · ∧ dxikαp

= (dUαω|Uα)p.

Since the above equality is true for any p ∈ Uα, we have the desired result.

Finally, the uniqueness assertion follows from repeating the above argument to deduce

that for two coordinate neighborhoods (Uα, ϕα) and (Uβ, ϕβ) such that U = Uα ∩ Uβ 6= ∅,
we have

(dUαω|Uα)|U = dUω|U = (dUβω|Uβ )|U .

�

4. February 17–February 21

Proposition 4.1. For ω ∈ Ωk−1(M), and X1, . . . , Xk ∈ X(M), we have

(dω)(X1, . . . , Xk) =
k∑
i=1

(−1)i+1Xi(ω(X1, . . . , X̂i, . . . , Xk))

+
∑
i<j

(−1)i+jω([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk).

Proof. It suffices to check this formula locally. In this regard, let (U,ϕ) be a coordinate

neighborhood with coordinate functions x1, . . . , xm. Then any X ∈ X(Uα) can be written

as a C∞(U)-linear combination of the smooth vector fields ∂
∂x1

, . . . , ∂
∂xm . Meanwhile,

ω|Uα =
∑

1≤i1<···<ik−1≤m
fi1···ik−1

dxi1 ∧ · · · ∧ dxik−1 ,

where fi1···ik−1
∈ C∞(U). Since differential forms are multi-linear on X(M) regarded as

a C∞(M)-module, it is enough to consider the case where X1, . . . , Xk ∈ X(U) are chosen

among ∂
∂x1

, . . . , ∂
∂xm . Fix ∂

∂xj1
, . . . , ∂

∂xjk
. Then consider
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(dω|Uα)(
∂

∂xj1
, . . . ,

∂

∂xjk
) =

∑
1≤i1<···<ik≤m

dfi1···ik−1
∧ dxi1 ∧ · · · ∧ dxik−1(

∂

∂xj1
, . . . ,

∂

∂xjk
)

=
∑

1≤i1<···<ik−1≤m
(−1)s+1dfi1···ik−1

(
∂

∂xjs
) · δi1j1 · · · δ

is−1

js−1
· δisjs+1

· · · δik−1

jk

=

k∑
s=1

(−1)s+1∂fj1···js−1js+1···jk
∂xjs

.

Meanwhile, the right-hand side of the formula is equal to

k∑
s=1

(−1)s+1 ∂

∂xjs
ω(

∂

∂xj1
, . . . ,

∂

∂xjs−1
,

∂

∂xjs+1
. . . ,

∂

∂xjk
) =

k∑
s=1

(−1)s+1∂fj1···js−1js+1···jk
∂xjs

,

since [ ∂
∂xi
, ∂
∂xj

] = 0 for all i, j ∈ {1, . . . ,m}. This completes the proof. �

Corollary 4.2. For any ω ∈ Ω1(M) and X,Y ∈ X(M),

dω(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ]).

Theorem 4.3. Let F : M → N be a smooth map, and ω ∈ Ωk(N). Then

F ∗dNω = dMF
∗ω.

Proof. It suffices to check this property locally. In this regard, let (U,ϕ) and (V, φ)

be coordinate neighborhoods on M with coordinate functions x1, . . . , xm and y1, . . . , yn,

respectively, such that F (U) ⊂ V . Now consider a k-form ω on N whose restriction to V

can be written as

ω|V =
∑

1≤i1<···<ik≤n
fi1···ikdy

i1 ∧ · · · ∧ dyik ,

where fi1···ik ∈ C∞(V ). Then

dNω|V =
∑

1≤i1<···<ik≤n
dfi1···ik ∧ dy

i1 ∧ · · · ∧ dyik ,

and

F ∗(dNω|V ) =
∑

1≤i1<···<ik≤n
(F ∗dfi1···ik) ∧ (F ∗dyi1) ∧ · · · ∧ (F ∗dyik)

=
∑

1≤i1<···<ik≤n
d(fi1···ik ◦ F ) ∧ d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F )

= dM
∑

1≤i1<···<ik≤n
(fi1···ik ◦ F ) ∧ d(yi1 ◦ F ) ∧ · · · ∧ d(yik ◦ F )

= dMF
∗

∑
1≤i1<···<ik≤n

fi1···ikdy
i1 ∧ · · · ∧ dyik = dM (F ∗ω)|U .

�
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Theorem 4.4 (Cartan Formula). Let ω ∈ Ωk(M), and X ∈ X(M). Then

LXω = dιXω + ιXdω.

Proof. To prove the claim, let X1, . . . , Xk ∈ X(M). Then by Proposition 4.1

(dιXω)(X1, . . . , Xk) =
k∑
i=1

(−1)i+1Xi(ω(X,X1, . . . , X̂i, . . . , Xk))

+
∑
i<j

(−1)i+jω(X, [Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk).

Meanwhile,

(ιXdω)(X1, . . . , Xk) = dω(X,X1, . . . , Xk)

= Xω(X1, . . . , Xk) +

k∑
j=1

(−1)jω([X,Xj ], X1, . . . , X̂j , . . . , Xk)

+

k∑
i=1

(−1)iXi(ω(X,X1, . . . , X̂i, . . . , Xk))

+
∑
i<j

(−1)i+jω([Xi, Xj ], X, . . . , X̂i, . . . , X̂j , . . . , Xk).

Adding the right-hand sides of the equations for dιXω and ιXdω, we see that

(dιXω + ιXdω)(X1, . . . , Xk) = Xω(X1, . . . , Xk) +

k∑
j=1

(−1)jω([X,Xj ], X1, . . . , X̂j , . . . , Xk),

which is precisely (LXω)(X1, . . . , Xk) by Lemma 3.4. �

Corollary 4.5. Lie derivative commutes with the exterior derivative.

Proof. This follows at once from Theorem 4.4. �

Definition. A smooth k-dimensional distribution ∆ on M is a smooth assignment of a

k-dimensional subspace ∆p ⊂ TpM to every point p ∈M such that it is locally spanned by k

linearly independent smooth vector fields X1, . . . , Xk. A smooth k-dimensional distribution

∆ on M is called involutive if it is closed under Lie bracket. It is called completely integrable

if every point p ∈ M has a coordinate neighborhood (U,ϕ) with coordinate functions

x1, . . . , xm such that { ∂
∂x1

, . . . , ∂
∂xk
} is a local basis for ∆. Given a smooth k-dimensional

distribution ∆ on M , an integral submanifold Np through a point p ∈ M is a smooth

manifold such that TqNp = ∆q at every point q ∈ Np.

Remark. Given a completely integrable smooth k-dimensional distribution on M , integral

submanifolds through every point in M exist.

Theorem 4.6 (Frobenius Theorem). A smooth k-dimensional distribution ∆ on M is

completely integrable if and only if it is involutive.
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Proof. See [2, IV-Theorem 8.3] or [4, Theorem 4.4] for a proof. �

Alternatively, we may regard a smooth k-dimensional distribution locally as the kernel

of m − k linearly independent 1-forms on M . Then we can rephrase the condition for a

smooth k-dimensional distribution to be involutive as follows:

Theorem 4.7. Let ∆ be a smooth k-dimensional distribution on M . Then ∆ is involutive

if and only if every point p ∈ M has an open neighborhood U on which there exist m − k
linearly independent 1-forms ηk+1, . . . , ηm vanishing on ∆ and satisfying

dηj =
m∑

i=k+1

θji ∧ η
i,

for some 1-forms θji on U .

Proof. Given p ∈ M , there exists an open neighborhood U of p such that a local basis

X1, . . . , Xk for ∆ can be completed to a local basis X1, . . . , Xk, . . . , Xn of TM over U . Let

η1, . . . , ηk, . . . , ηm be the dual basis of covector field on U , and write

[Xi, Xj ] =

m∑
s=1

csijXs,

where csij ∈ C∞(U). Then ∆ is involutive if and only if csij = 0 for 1 ≤ i < j ≤ k and

k < s ≤ m. By Corollary 4.2

dηr(Xi, Xj) = −ηr([Xi, Xj ]) = −ηr(
m∑
s=1

csijXs) = −crij ,

for any 1 ≤ i < j ≤ m and 1 ≤ r ≤ m. Meanwhile,

dηr =
∑

1≤s<t≤m
κrst η

s ∧ ηt,

for any 1 ≤ r ≤ m. Hence

dηr(Xi, Xj) =
∑

1≤s<t≤m
κrst η

s ∧ ηt(Xi, Xj) = κrij ,

for any 1 ≤ i < j ≤ m and 1 ≤ r ≤ m, and hence, κrij = −crij . Therefore, ∆ is involutive

if and only if for any k < r ≤ m,

dηr =
∑
k<t

1≤s<t

κrst η
s ∧ ηt.

Taking

θrt =
∑

1≤s<t
κrst η

s,

for each k < r, t ≤ m completes the proof. �
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Integration on Smooth Manifolds

Recall that every topological manifold is paracompact, namely, every open cover of the

manifold admits a locally finite refinement. This is used to prove that every smooth manifold

admits a smooth partition of unity:

Definition. A smooth partition of unity on a smooth manifold M is a collection {fλ} of

smooth functions on M such that

(1) fλ ≥ 0 on M ,

(2) {supp(fλ) := {p ∈M | fλ(p) 6= 0}} is a locally finite cover of M ,

(3)
∑

λ fλ(p) = 1 for any p ∈M .

Given an open cover {Uα} of M , a smooth partition of unity {fλ} is said to be subordinate

to this cover if for every fλ there exists Uα such that supp(fλ) ⊂ Uα.

Theorem 4.8. Every open cover of M admits a smooth partition of unity subordinate to it.

Proof. We can find a countable basis {Uλ} for the topology of M consisting of relatively

compact coordinate neighborhoods. We may further assume that this basis is a locally

finite cover of M , by paracompactness, and that every Uλ contains an open set Vλ such that

V λ ⊂ Uλ and {Vλ} is an open cover of M . Now there exist smooth functions hλ ∈ C∞(M)

such that 0 ≤ hλ ≤ 1 and

hλ(p) =

1 if p ∈ Vλ
0 if p /∈ Uλ.

By local finiteness, ∑
λ

hλ(p)

is a finite sum, and hence defines a smooth function h on M . Moreover, h ≥ 1 since for

every point p ∈M there exists Uλ such that p ∈ Uλ and hλ(p) = 1. Then the functions

fλ :=
hλ
h
,

form a partition of unity subordinate to {Uλ}, and therefore to any open cover of M . �

With the help of the above theorem, we give a new and more practical criteria for a

smooth manifold to be orientable.

Theorem 4.9. Let M be a smooth m-dimensional manifold. Then M is orientable if and

only if M admits a nowhere vanishing m-form.

Proof. Suppose that M admits a nowhere vanishing m-form Ω. Given a smooth maximal

atlas on M , and a coordinate neighborhood (U,ϕ) with coordinate functions x1
α, . . . , x

m
α ,

suppose that the coordinate functions are ordered in such a way that

Ω|U = fdx1 ∧ · · · ∧ dxm.
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Then for any two coordinate neighborhoods (Uα, ϕα) and (Uβ, ϕβ) with coordinate functions

x1
α, . . . , x

m
α and x1

β, . . . , x
m
β , respectively, such that Uα ∩ Uβ 6= ∅

Ω|Uα = fαdx
1
α ∧ · · · ∧ dxmα ,

for some positive function fα ∈ C∞(Uα), and

Ω|Uβ = fβdx
1
β ∧ · · · ∧ dxmβ ,

for some positive function fβ ∈ C∞(Uβ). By coordinate transformation rule for differential

forms

fβ = fα
∑
σ∈Sm

sgn(σ)
∂x1

α

∂x
σ(1)
β

· · · ∂xmα

∂x
σ(m)
β

= fαdet(
∂xiα

∂xjβ
)

on Uα ∩ Uβ. Since fα > 0 and fβ > 0, we have

det(
∂xiα

∂xjβ
) > 0,

and hence M is orientable. Conversely, if M is orientable with an oriented smooth maximal

atlas {(Uα, ϕα)}, choose a partition of unity {fλ} subordinate to the cover {Uα}, and for

each fλ, Uλ such that supp(fλ) ⊂ Uλ. In particular, {Uλ} is an open cover of M . Define

an m-form Ω on M by

Ω =
∑
λ

fλdx
1
λ ∧ · · · dxmλ .

This form is nowhere vanishing. At any point p ∈M

Ωp =
∑
λ

fλ(p)dx1
λp ∧ · · · dxmλp

where fλ(p) ≥ 0, and fλ(p) 6= 0 for all but finitely many λ. Furthermore, fλ(p) 6= 0 for at

least one λ since
∑

λ fλ(p) = 1. Meanwhile, for any two connected coordinate neighborhoods

(Uα, ϕα) and (Uβ, ϕβ) with coordinate functions x1
α, . . . , x

m
α and x1

β, . . . , x
m
β , respectively,

such that Uα ∩ Uβ 6= ∅, we have

dx1
αp ∧ · · · ∧ dxmαp = det(

∂xiα

∂xjβ
)(ϕβ(p)) dx1

βp ∧ · · · ∧ dxmβp,

where det(∂x
i
α

∂xjβ
)(ϕβ(p)) > 0. This completes the proof. �

Next, we define the integral of an m-form on M . In this regard, let {(Uα, ϕα)} be an

oriented smooth maximal atlas on M . Then consider an m-form ω on M with compact

support, namely, supp(ω) := {p ∈M | ωp 6= 0} is compact. Fix a partition of unity {fλ}
subordinate to the cover {Uα} and for each fλ, Uλ such that supp(fλ) ⊂ Uλ. Since supp(ω)

is compact and {supp(fλ)} is a locally finite cover of M , supp(ω)∩ supp(fλ) = ∅ for all but

finitely many λ. Therefore, we can define
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∫
M
ω :=

∑
λ

∫
Uλ

fλω,

where
∫
Uλ
fλω is the Riemann integral∫

ϕλ(Uλ)
(fλ ◦ ϕ−1

λ ) · (hλ ◦ ϕ−1
λ )dx1

λ . . . dx
m
λ ,

and ω|Uλ = hλ dx
1
λ ∧ · · · ∧ dxmλ . Next, we show that the integral

∫
M ω is independent of

the choice of the cover {Uλ} and the choice of the partition of unity {fλ}. Suppose {U ′λ}
is another cover of M such that supp(fλ) ⊂ U ′λ. In particular, supp(fλ) ⊂ Uλ ∩ U ′λ. Then

ω|U ′λ = h′λ dx
′1
λ ∧ · · · ∧ dx′mλ , and on Uλ ∩ U ′λ

h′λ = hλ · det(
∂xiλ
∂x′jλ

),

where det(
∂xiλ
∂x′jλ

) > 0 by virtue of the fact that the atlas {(Uα, ϕα)} is coherently oriented.

By change of variables formula for Riemann integrals∫
ϕλ(Uλ∩U ′λ)

(fλ ◦ ϕ−1
λ ) · (hλ ◦ ϕ−1

λ )dx1
λ . . . dx

m
λ

=

∫
ϕ′λ(Uλ∩U ′λ)

(fλ ◦ ϕ′−1
λ ) · (hλ ◦ ϕ′−1

λ ) · |det(
∂xiλ
∂x′jλ

)|dx′1λ . . . dx′mλ .

Since det(
∂xiλ
∂x′jλ

) > 0, the right-hand side is equal to∫
ϕ′λ(Uλ∩U ′λ)

(fλ ◦ ϕ′−1
λ ) · (hλ ◦ ϕ′−1

λ ) · det(
∂xiλ
∂x′jλ

)dx′1λ . . . dx
′m
λ

=

∫
ϕ′λ(Uλ∩U ′λ)

(fλ ◦ ϕ′−1
λ ) · (h′λ ◦ ϕ′−1

λ )dx′1κ . . . dx
′m
λ ,

and hence ∑
λ

∫
Uλ

fλω =
∑
λ

∫
Uλ∩U ′λ

fλω =
∑
λ

∫
U ′λ

fλω.

On the other hand, if {gκ} is another partition of unity subordinate to {Uα}, and {U ′κ} is

an open cover of M such that supp(gκ) ⊂ U ′κ, then∑
λ

∫
Uλ

fλω =
∑
λ

∫
Uλ

∑
κ

gκ(fλω) =
∑
λ

∑
κ

∫
U ′κ∩Uλ

gκfλω

=
∑
κ

∫
U ′κ

∑
λ

gκfλω =
∑
κ

∫
U ′κ

∑
λ

fλ(gκω)

=
∑
κ

∫
U ′κ

gκω.



29

Homework-2
Due 3/6/14

(1) Let M be a compact smooth m-dimensional manifold. Then every smooth vector

field X on M generates a smooth action of R on M by diffeomorphisms, i.e. there

exists ρ : M × R → M smooth in the sense of Theorem 3.1 (see [2, IV-Section 5]).

Such vector fields are called complete, and the corresponding smooth map ρ is called

the flow of X. Prove that for X ∈ X(M) and ω ∈ Ωk(M),

d

dt
ρ(·, t)∗ω = ρ(·, t)∗LXω,

and that for a smooth 1-parameter family of k-forms {ωt}t∈R,

d

dt
ρ(·, t)∗ωt = ρ(·, t)∗(LXωt +

dωt
dt

).

More generally, a smooth time-dependent vector field Xt on a compact smooth

m-dimensional manifold M generates an isotopy of M , i.e. a smooth 1-parameter

family of diffeomorphisms {ρt}t∈R of M such that ρ0 = idM and dρt(p)
dt = Xt

ρt(p)
.

The second formula holds when ρ(·, t) is replaced by ρt and X is replaced by Xt.

(2) Let M be a smooth 3-dimensional manifold, and ∆ be a smooth 2-dimensional

distribution on M defined as the kernel of some 1-form λ. Prove that ∆ is completely

non-integrable, i.e. there is no point p ∈ M where [X,Y ]p ∈ ∆p for any smooth

vector fields X,Y tangent to ∆ in a neighborhood of p, if and only if λ ∧ dλ is a

volume form on M . (Hint: Use Corollary 4.2.)

A smooth distribution such as ∆ is called a contact structure on M , and a 1-form

such as λ is called a contact form.

(3) Given a contact form λ on a smooth 3-dimensional manifold M , show that there

exists a unique smooth vector field R on M , called the Reeb vector field, such that

ιRλ = 1 and ιRdλ = 0. Then use the time-dependent version of the second formula

in Question (1) and the Cartan formula to show that if {λt}t∈[0,1] is a smooth path

of contact forms on a closed smooth 3-dimensional manifold M , then there exists

an isotopy {ρt}t∈[0,1] such that ρ∗tλt = ft λ0 where ft ∈ C∞(M).

(4) Prove the following theorem:

Theorem 4.10. Let M be a smooth oriented m-dimensional manifold.

(a) Let −M denote the smooth manifold M with reverse orientation. Then∫
−M ω = −

∫
M ω for any ω ∈ Ωm(M) with compact support.

(b) Let F : M1 → M2 be a diffeomorphism, and ω ∈ Ωm(M2) be compactly

supported. Then ∫
M1

F ∗ω = ±
∫
M2

ω

where the sign on the right-hand side depends on whether the Jacobian of F

has positive or negative determinant.
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5. February 24–February 28

Definition. An m-dimensional manifold with boundary is smooth if it admits a maximal

atlas {(Uα, ϕα)} where Uα are open subsets of M and ϕα are homeomorphisms of Uα onto

open subsets of the upper half space Hm such that:

(1) {Uα} is an open cover of M ,

(2) If Uα ∩ Uβ 6= ∅, then the transition map ϕβ ◦ ϕ−1
α is a diffeomorphism.

Note that if M is a smooth m-dimensional manifold with boundary, then ∂M is a smooth

(m−1)-dimensional manifold without boundary. Given a maximal smooth atlas {(Uα, ϕα)}
as in the above definition, a smooth atlas on ∂M is defined by {(Uα ∩ ∂M,ϕα|Uα∩∂M )}.

If M is a smooth oriented m-dimensional manifold with boundary, then ∂M admits

a natural orientation induced by the orientation on M , called the boundary orientation.

Locally, in a coordinate neighborhood (U,ϕ) of a boundary point with coordinate functions

x1, . . . , xm such that U ∩ ∂M is diffeomorphic to the locus xm = 0, if the orientation of

the manifold is determined by the form dx1 ∧ · · · ∧ dxm, then the boundary orientation is

determined by the form (−1)mdx1 ∧ · · · ∧ dxm−1.

Theorem 5.1 (Stokes’s Theorem). Let M be a smooth oriented m-dimensional manifold

with boundary, and ω ∈ Ωm−1(M) with compact support. Then∫
M
dω =

∫
∂M

i∗ω,

where i : ∂M ↪→M is the inclusion map, and it is understood that ∂M is endowed with the

boundary orientation.

Proof. See [2, VI-Theorem 5.1] or [4, Theorem 4.2] for a proof. �

We can also define integrals of differential forms over images of smooth maps from

simplices or polyhedra into the manifold. For example, given a k-form ω and a smooth

k-simplex σ : ∆k →M , we define ∫
σ
ω :=

∫
∆k

σ∗ω.

Stokes’s Theorem can be generalized to integration over smooth simplices. With the

preceding understood, an interesting application of Stokes’s Theorem is the following:

Theorem 5.2. Let ω ∈ Ω1(M) such that dω = 0, p, q ∈M be two points, and γ1, γ2 be two

homotopic piecewise smooth paths in M joining p to q. Then∫
γ1

ω =

∫
γ2

ω.

Proof. If the homotopy between the two paths is smooth, then the theorem follows from an

application of Theorem 5.1. If not, we break the homotopy into smooth pieces and apply

Theorem 5.1 to each piece (see [2, VI-Theorem 6.6] for details). �
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Corollary 5.3. Let M be a smooth simply connected manifold, and ω ∈ Ω1(M) such that

dω = 0. Then ω = df for some f ∈ C∞(M).

Proof. Fix a basepoint point p ∈M and define

f(q) :=

∫
γ
ω,

where γ is a piecewise smooth path from p to q. By Theorem 5.2, f is a well-defined smooth

function. Moreover, changing the basepoint changes the function by an additive constant.

Let (U,ϕ) be a coordinate neighborhood around p with coordinate functions x1, . . . , xm

such that ϕ(p) = (0, . . . , 0), and write

ω =
m∑
i=1

ωidx
i,

where ωi ∈ C∞(U). Then

∂f

∂xi
(ϕ(p)) =

d

dt
|t=0

∫ t

0
γ∗i ω = (γ∗i ω)0 = ωi(p),

where γi : (−ε, ε) → U such that ϕ ◦ γi(t) = (0, . . . , 0, t︸︷︷︸
ith place

, 0, . . . , 0). Hence dfp = ωp.

Since changing the base only changes the function by an additive constant, dfq = ωq at any

q ∈M . �

Property (3) in Theorem 3.9 indicates that we can define a chain complex with Ω(M)

being the underlying vector space and the exterior derivative being the boundary operator.

Since the exterior derivative increases the grading by 1, the result is a cohomology theory,

called de Rham cohomology. The de Rham cohomology groups of M are defined as follows:

ZkdR(M) := {ω ∈ Ωk(M) | dω = 0}

Bk
dR(M) := {ω ∈ Ωk(M) | ω = dη for some η ∈ Ωk−1(M)}.

Then

Hk
dR(M) :=

ZkdR(M)

Bk
dR(M)

.

A differential form in ZkdR(M) is called closed, while a differential form in Bk
dR(M) is called

exact. Note that, by Property (2) in Theorem 3.9,

H∗dR(M) := ⊕kHk
dR(M),

is an R-algebra, and by Theorem 4.3, a smooth map F : M → N induces an algebra

homomorphism F ∗ : H∗dR(N) → H∗dR(M) that maps each Hk
dR(N) linearly into Hk

dR(M).

Moreover, given two smooth maps F : M → N ′ and G : N ′ → N , we have (G◦F )∗ = F ∗◦G∗

as a result of Theorem 1.1. In particular, the algebra homomorphism induced by the

identity diffeomorhism of M is the identity map. Therefore, if M1 and M2 are diffeomorphic

manifolds, then H∗dR(M1) and H∗dR(M2) are isomorphic.



32

To sum up, de Rham cohomology is a contravariant functor from the category Diff

of smooth manifolds with morphisms as smooth maps between smooth manifolds to the

category of R-algebras.

Theorem 5.4 (de Rham Theorem). Let M be a smooth m-dimensional manifold. Then

Hk
dR(M) ∼= Hk(M ;R).

Rough idea. Define a map from Ω(M) to the space of smooth singular cochains by sending

ω ∈ Ωk(M) to the map that sends a smooth singular k-simplex σ to
∫
σ ω. This map induces

an isomorphism between the respective homology groups. See [7] for details. �

Remark. In fact, the isomorphism between de Rham and singular cohomology theories is

natural, i.e. it respects homomorphisms induced by smooth maps.

One can still prove key results about de Rham cohomology without using Theorem 5.4:

Proposition 5.5. Let M be a smooth m-dimensional manifold with b connected

components. Then H0
dR(M) ∼= Rb.

Proof. A smooth function whose exterior derivative is zero has to be constant on each

connected component of M . Therefore, H0
dR(M) = ZkdR(M) ∼= Rb. �

Corollary 5.6. Let M be a smooth simply connected m-dimensional manifold. Then

H0
dR(M) ∼= R and H1

dR(M) ∼= {0}.

Proof. This follows from Proposition 5.5, and Corollary 5.3. �

Now, let U be an open subset of Rm with coordinates x1, . . . , xm. Then

Definition. The homotopy operator H : Ωk+1(U × R) → Ωk(U × R) is a real linear map

defined by

Hω =
( ∫ t

0
f(x, s)ds

)
dxi1 ∧ · · · dxik ,

if ω = f(x, t)dt ∧ dxi1 ∧ · · · dxik , and Hω = 0 if ι ∂
∂t
ω = 0.

Proposition 5.7. The homotopy operator induces a chain homotopy between the chain

maps induced by the identity map and the map i0 ◦ π on U × R where π is the projection

onto the first factor and i0 : U → U × R is the inclusion sending x to (x, 0).

Proof. We need to show that

dHω +Hdω = ω − (i0 ◦ π)∗ω,
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for any ω ∈ Ωk+1(U × R). If ω = f(x, t)dxi1 ∧ · · · ∧ dxik+1 , then

dHω = 0

Hdω = H[

m∑
i=1

∂f(x, t)

∂xi
dxi ∧ dxi1 ∧ · · · ∧ dxik+1 +

∂f(x, t)

∂t
dt ∧ dxi1 ∧ · · · ∧ dxik+1 ]

=
( ∫ t

0

∂f(x, s)

∂s
dt
)
dxi1 ∧ · · · ∧ dxik+1

= (f(x, t)− f(x, 0))dxi1 ∧ · · · ∧ dxik+1

and hence

dHω +Hdω = ω − (i0 ◦ π)∗ω.

On the other hand, if ω = f(x, t)dt ∧ dxi1 ∧ · · · dxik , then

dHω = d
( ∫ t

0
f(x, s)ds

)
dxi1 ∧ · · · dxik = f(x, t)dt ∧ dxi1 ∧ · · · dxik

+

m∑
i=1

( ∫ t

0

∂f(x, s)

∂xi
ds
)
dxi ∧ dxi1 ∧ · · · dxik

Hdω = H[−
m∑
i=1

∂f(x, t)

∂xi
dt ∧ dxi ∧ dxi1 ∧ · · · dxik ]

= −
m∑
i=1

( ∫ t

0

∂f(x, s)

∂xi
ds
)
dxi ∧ dxi1 ∧ · · · dxik ,

and

dHω +Hdω = ω.

Meanwhile, (i0 ◦ π)∗ω = 0 since i∗0ω = 0. This completes the proof. �

Corollary 5.8 (Poincaré Lemma). For any m ≥ 0 we have

Hk
dR(Rm) ∼=

R if k = 0,

0 otherwise.

Proof. It suffices to show that this holds for m = 0, the case of a point. The rest follows by

induction on m using Proposition 5.7. In this regard, the only non-trivial differential forms

on a point are the 0-forms, or smooth functions on a point. These are simply identified

with constants in R, which are clearly closed and non-exact. Hence

Hk
dR(pt) ∼=

R if k = 0,

0 otherwise.

�

More generally:
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Theorem 5.9. Let {ρt}t∈[0,1] be a smooth 1-parameter family of diffeomorphisms of M .

Then ρ∗t : H∗dR(M)→ H∗dR(M) is the same map for every t ∈ [0, 1].

Proof. Let Xt be the time-dependent vector field corresponding to the isotopy {ρt ◦ ρ−1
0 },

and ω ∈ Ωk(M). Then
d

dt
ρ∗tω = ρ∗t (dιXtω + ιXtdω).

If dω = 0, the above equation says that d
dtρ
∗
tω = ρ∗tdιXtω = d(ρ∗t ιXtω) is exact. Then

ρ∗tω − ρ∗0ω =

∫ t

0

d

ds
ρ∗sω ds

is also exact. This completes the proof. �

Theorem 5.10. Let {ρt : M → N}t∈[0,1] be a smooth 1-parameter family of smooth maps.

Then ρ∗t : H∗dR(N)→ H∗dR(M) is independent of t ∈ [0, 1]. In other words, if F,G : M → N

are smooth maps that are smoothly homotopic, then F ∗ = G∗.

Proof. Extend {ρt}t∈[0,1] to {ρt}t∈R. Regard {ρt}t∈R as a smooth map ψ : M × R → N ,

and denote by it the inclusion of M into M ×R as the t-slice. Then ρt = ψ ◦ it. Meanwhile,

consider the diffeomorphism Ψt : M × R → M × R defined by sending (p, s) to (p, s + t).

Then it = Ψt ◦ i0, and hence ρt = ψ ◦Ψt ◦ i0. Since, by Theorem 5.9, Ψ∗t is independent of

t, so is ρ∗t = i∗0 ◦Ψ∗t ◦ ψ∗. �

Corollary 5.11. If M is a smooth m-dimensional manifold that is smoothly contractible,

then

Hk
dR(M) ∼=

R if k = 0

0 otherwise.
.

Proof. This follows from Theorem 5.10, and that the de Rham cohomology of a point is as

in Corollary 5.8. �

Smooth Vector Bundles

We start with some definitions.

Definition. Let M be a smooth m-dimensional manifold. A smooth manifold E together

with a smooth map π : E →M is called a smooth real vector bundle of rank n if

(1) The map π is onto, and π−1(p) is isomorphic to Rn for each p ∈M ,

(2) Every point p ∈ M has an open neighborhood U such that there exists a

diffeomorphism ΦU : π−1(U) → U × Rn, called a local trivialization of E over U ,

that fits into the following commutative diagram:

π−1(U)
ΦU //

π

��

U × Rn

π1
��

U
idU // U
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where π1 is the projection onto the first factor, and ΦU |π−1(p) is an isomorphism of

real vector spaces for each p ∈ U .

The manifold E is called the total space, M is called the base space, and Ep = π−1(p) for

each p ∈M is called a fiber of the vector bundle. The map π is called the bundle projection.

Note that if (Uα,ΦUα) are local trivializations of E such that {Uα} covers M , then

whenever Uα ∩ Uβ 6= ∅, we have

ΦUα ◦ Φ−1
Uβ

(p, vp) = (p, gαβ(p)(vp)),

where gαβ : Uα ∩ Uβ → GL(n,R), called a transition function, is smooth such that

• gαα(p) = id for any p ∈ Uα,

• gαβ(p) ◦ gβγ(p) ◦ gγα(p) = id for any p ∈ Uα ∩ Uβ ∩ Uγ 6= ∅.

The above two conditions are called the cocycle conditions, and the group GL(n,R) is

called the structure group of the vector bundle. Conversely, if {Uα} is an open cover of M

and {gαβ : Uα ∩ Uβ → GL(n,R)} is a collection of smooth maps that satisfy the cocycle

conditions, then there exists a smooth real vector bundle of rank n with {gαβ} as its

transition functions. To construct such a vector bundle, patch {Uα × Rn} together using

the maps {gαβ}. To be more explicit, define

E :=
⊔
α

Uα × Rn
/

(p, v) ∼ (p, gαβ(p)(v))

where p ∈ Uα ∩Uβ, (p, v) ∈ Uβ ×Rn, and (p, gαβ(p)(v))) ∈ Uα×Rn. The bundle projection

is defined in the obvious way.

A smooth complex vector bundle of rank n is defined in exactly the same way as above

but replacing R by C.

Example 5. The tangent and cotangent bundles of M are both smooth real vector bundles

of rank m with transition functions as the Jacobians of the coordinate transition maps.

Definition. A smooth section of a smooth real (complex) vector bundle π : E → M is

a smooth map s : M → E such that π ◦ s = idM . A rank k subbundle π′ : E′ → M of

π : E →M is a smooth real (complex) vector bundle of rank k such that E′ is a submanifold

of E and π′ = π|E′ .
Let π : E → M and π′ : E′ → N be two smooth real (complex) vector bundles. Then

a bundle homomorphism F̃ : E → E′ is a smooth map that descends to a smooth map

F : M → N which fit in the following commutative diagram:

E
F̃ //

π
��

E′

π′

��
M

F // N
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such that F̃ |Ep : Ep → E′F (p) is a homomorphism of real (complex) vector spaces for each

p ∈ M . In particular, a bundle isomorphism between two smooth real (complex) vector

bundles π : E → M and π′ : E′ → M is a bundle homomorphism F : E → E′ that is a

diffeomorphism which fits in the following commutative diagram:

E
F̃ //

π
��

E′

π′

��
M

idM // M

A smooth real (complex) vector bundle π : E → M of rank n is trivial if it is isomorphic

to the trivial vector bundle πM : M × Rn → M (πM : M × Cn → M). Note that a

smooth real (complex) vector bundle π : E →M of rank n is trivial if and only if it admits

n linearly independent nowhere vanishing sections. To be more explicit, if {e1, . . . , en}
denote the standard basis for Rn (Cn), then si : M → M × Rn (si : M → M × Cn)

defined by sending p to (p, ei) yield n linearly independent nowhere vanishing sections of

the trivial vector bundle, and we can carry these sections onto any other smooth vector

bundle π : E → M isomorphic to the trivial vector bundle via a bundle isomorphism

F̃ : M × Rn → E (F̃ : M × Cn → E), namely, take F̃ ◦ si.

Example 6. A smooth vector field on M is a smooth section of the tangent bundle of M .

More generally, a smooth tensor field on M is a smooth section of the tensor bundle on M .

The tangent bundle of the spheres S1, S3, and S7 are trivial.

Definition. A smooth real vector bundle π : E →M of rank n is orientable if there exist

transition functions {gαβ : Uα ∩ Uβ → GL(n,R)} where {Uα} is an an open cover of M

such that gαβ(p) has positive determinant for each p ∈ Uα ∩ Uβ. When such a collection

of transition functions exist, we say that the structure group of the bundle can be reduced

to GL+(n,R). A choice of transition functions {gαβ} with gαβ ∈ GL+(n,R) is called an

orientation of the vector bundle. In general, if there exist a collection of transition functions

into a subgroup H of GL(n,R), then we say that the structure group of the bundle can be

reduced to H.

Example 7. The tangent bundle of an orientable manifold M is orientable.

Operations on Vector Bundles

Let M be a smooth m-dimensional manifold and π : E → M be a smooth real (complex)

vector bundle of rank n. Given a submanifold N of M , we can restrict the vector bundle

π : E → M to a vector bundle π : E|N → N where E|N := π−1(N) is a submanifold

of E and π is the original bundle projection. To be more explicit, if {gαβ} are transition

functions for the vector bundle π : E → M , then {gαβ|Uα∩Uβ∩N} are transition functions

for the vector bundle π : E|N → N .
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More generally, if F : N → M is a smooth map, then the pull-back vector bundle

πF : F ∗E → N is defined so as to result in the following commutative diagram:

F ∗E
π2 //

πF

��

E

π
��

N
F // M

where F ∗E := N ×M E = {(p, e) | F (p) = π(e)} ⊂ N × E and π2 is the projection onto

the second factor. To be more explicit, if {gαβ : Uα ∩ Uβ → GL(n,R)} ({gαβ : Uα ∩ Uβ →
GL(n,C)}) are transition functions for the vector bundle π : E → M where {Uα} is an

an open cover of M , then {gαβ : F−1(Uα ∩ Uβ) → GL(n,R)} ({gαβ : F−1(Uα ∩ Uβ) →
GL(n,C)}) are transition functions for the vector bundle π∗ : F ∗E → N where {F−1(Uα)}
is an an open cover of N .

The dual of a smooth real (complex) vector bundle π : E → M of rank n is a smooth

real (complex) vector bundle π∗ : E∗ → M of rank n obtained by replacing the fibers of

the former bundle by their real (complex) duals. Given a collection of transition functions

{gαβ} for the vector bundle π : E → M , a collection of transition functions for the dual

vector bundle is {gTαβ
−1}.

Let π : E → M and π′ : E′ → M be two smooth real (complex) vector bundles of

respective ranks n and k. Then their direct sum π ⊕ π′ : E ⊕ E′ → M and tensor product

π ⊗ π′ : E ⊗ E′ → M are smooth real (complex) vector bundle of rank n + k and n · k,

respectively, defined by taking fiberwise direct sum and tensor product. More precisely, if

{gαβ} and {g′αβ} are transition functions for the vector bundles π : E →M and π′ : E′ →M

respectively, then {gαβ ⊕ g′αβ} and {gαβ ⊗ g′αβ} are transition functions for the direct sum

bundle π ⊕ π′ : E ⊕ E′ → M and the tensor product bundle π ⊗ π′ : E ⊗ E′ → M ,

respectively. Here,

gαβ ⊕ g′αβ =

[
gαβ 0

0 g′αβ

]
,

and gαβ ⊗ g′αβ is the matrix with n×n blocks of k× k matrices with the (u, v)-entry of the

(i, j)-block being (gαβ)ij · (g′αβ)uv . The smooth vector bundle π∗ ⊗ π : E∗ ⊗ E → M is the

endomorphism bundle of π : E → M , whose fibers are the vector spaces of real (complex)

endomorphisms of the fibers of π : E →M .

The kth exterior power Λkπ : ΛkE →M is a smooth real (complex) vector bundle of rank
n!

k!·(n−k)! obtained by taking fiberwise kth exterior power. Given a collection of transition

functions {gαβ} for the vector bundle π : E → M , a collection of transition functions for

the vector bundle Λkπ : ΛkE → M is defined by k × k minors of gαβ. More precisely, let

S = {I = (i1, . . . , ik) | 1 ≤ i1 < · · · < ik ≤ n} and put the lexicographic order on it. Then

the (I, J) entry of the transition maps is the k × k minor of gαβ obtained by taking the

elements at the intersections of the i1, . . . , ik rows and the j1, . . . , jk columns.
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6. March 3–March 7

Given two smooth real vector bundles π : E →M and π′ : E′ →M of rank n, a bundle

isomorphism between them is a smooth section of the homomorphism bundle Hom(E,E′) ∼=
E∗ ⊗ E′. A bundle isomorphism is a section of the homomorphism bundle consisting of

isomorphisms of fibers.

Theorem 6.1. Let F0, F1 : M → N be two smoothly homotopic maps and π : E → N

be a smooth vector bundle. Then F ∗0 π : F ∗0E → M and F ∗1 π : F ∗1E → M are isomorphic

bundles.

Proof. We will sketch the argument in the case M is compact, and the general case follows

from using the fact that a topological manifold is paracompact. (See [3, Theorem 6.8] for

more details.) Let F : M× [0, 1]→ N be a smooth homotopy between F0 and F1. Consider

the pull-back bundles F ∗E and π∗M (F ∗0E) where πM : M × [0, 1] → M is the projection

map. Then Hom(F ∗E, π∗M (F ∗0E)) has a smooth section over M × {0} restricting to the

identity isomorphism of F ∗0Ep for each p ∈M . Since any linear map near an isomorphism

is also an isomorphism, and M is compact, we can extend this section to over M × [0, ε).

Finally, by compactness of the interval [0, 1], we can extend the section to the whole of

M × [0, 1]. But then, the restriction of this section to M × {1} is a bundle isomorphism

between F ∗0E and F ∗1E. �

An immediate corollary of the above theorem is the following:

Corollary 6.2. Any smooth vector bundle over a (smoothly) contractible manifold is trivial.

Metrics on Vector Bundles

A smooth metric on a smooth real vector bundle π : E → M of rank n is a smooth

section (·, ·) of (E ⊗ E)∗ that defines a positive-definite inner product on every fiber. A

smooth Hermitian metric on a smooth complex vector bundle π : E → M of rank n is a

bundle homomorphism 〈·, ·〉 of (E ⊗R E)∗ that defines a non-degenerate Hermitian inner

product on every fiber. Every smooth real vector bundle admits a smooth metric, and

every smooth complex vector bundle admits a smooth Hermitian metric. In order to see

this, take a collection {(Uα,Φα)} of local trivializations of the vector bundle π : E → M ,

and use a partition of unity subordinate to the open cover {Uα} to construct a metric or

a Hermitian metric on the vector bundle using the standard inner product on Rn or the

standard Hermitian inner product on Cn.

Example 8. A Riemannian metric on M is a smooth metric on the tangent bundle of M .

Proposition 6.3. The structure group of a smooth real vector bundle π : E → M of rank

n can be reduced to O(n), and it can be further reduced to SO(n) if the vector bundle is

orientable.
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Proof. Having fixed a smooth metric on the vector bundle, we can find transition functions

into the group O(n) by the Gram-Schmidt process. �

Proposition 6.4. A smooth real vector bundle π : E → M of rank n is orientable if and

only if ΛnE ∼= R.

Proof. For the only if direction, it follows from Proposition 6.3 that we can find a smooth

metric on and a collection of transition functions {gαβ} for the vector bundle π : E → M

with gαβ ∈ SO(n). Then the transition functions for the vector bundle Λnπ : ΛnE → M

become {det(gαβ) = 1}. As a result, we can define a unit length section of the bundle

Λnπ : ΛnE → M which yields a trivialization of that bundle. As for the if direction, start

with a collection of local trivializations {(Uα,Φα)} for the vector bundle π : E → M such

that the transition functions gαβ ∈ O(n). Since ΛnE ∼= R, it is orientable. Therefore, we

can modify each local trivialization by an element of O(n) so as to make every transition

function gαβ ∈ SO(n). This completes the proof. �

Remark. If π : E →M is a smooth complex vector bundle of rank n, then it is orientable

when regarded as a smooth real vector bundle of rank 2n. This is because the group

GL(n,C) is a subgroup of GL+(2n,R). To see this, identify X + iY ∈ GL(n,C) with the

real matrix [
X −Y
Y X

]
,

and note that the determinant of the latter is det(X + iY ) · det(X + iY ).

Example 9. Let (x : y : z) denote the homogeneous coordinates on RP2, and E =

RP2 r {(0 : 0 : 1)}. The coordinate neighborhoods (Ux, ϕx) and (Uy, ϕy) defined by

Ux := {(x : y : z) | x 6= 0}

Uy := {(x : y : z) | y 6= 0}

ϕx(x : y : z) := (
y

x
,
z

x
)

ϕy(x : y : z) := (
x

y
,
z

y
)

cover E, and are also local trivializations of E over RP1 := {(x : y : z) | z = 0} ⊂ RP2 as a

smooth real vector bundle of rank 1, called the Möbius bundle. Here the bundle projection

π : E → RP1 is defined by π(x : y : z) := (x : y), and the transition function on π(Ux ∩Uy)
is defined by g(x : y)(v) := y

xv, which is orientation preserving if y
x > 0, and is orientation

reversing otherwise. This indicates that the Möbius bundle is not orientable. We can

prove this by showing that the Möbius bundle is not trivial. This is clear since a bundle

isomorphism would map ErRP1 to (RP1×R)rRP1×{0}, which is a contradiction since

the former is connected, while the latter is not.

Similarly, CP2 r {(0 : 0 : 1)} admits the structure of a smooth complex vector bundle of

rank 1 over CP1. The latter is orientable but not trivial.



40

The Thom Isomorphism

Definition. Let π : E →M be a smooth real oriented vector bundle of rank n, and Ωcv(E)

denote the space of differential forms on E with compact support in the vertical direction.

Since Ωcv(E) is closed under exterior differentiation, it is a subcomplex of Ω(E). The

cohomology groups arising from this complex are denoted by H∗cv(E), called the compact

vertical cohomology.

Let U be an open subset of Rm. We define a real linear map π∗ : Ωk
cv(U×Rn)→ Ωk−n(U),

called the push-forward map. Denote by x1, . . . , xm the coordinates on U and by u1, . . . , un

the coordinates on Rn. Then a differential form ω ∈ Ωcv(U×Rn) is a real linear combination

of two types of forms:

(1) (π∗η) ∧ f(x, u)dui1 ∧ · · · ∧ dui` where 1 ≤ i1 < · · · < il ≤ n and ` < n,

(2) (π∗η) ∧ f(x, u)du1 ∧ · · · ∧ dun,

where η is a differential form on U and f(x, ·) is a smooth compactly supported function

on Rn at each x ∈ U . Define π∗ω to be zero if ω is of type (1), or else

π∗ω =
(∫

Rn
f(x, u)du1 · · · dun

)
η.

If π : E →M is a smooth real oriented vector bundle of rank n, then define the push-forward

map π∗ : Ωk
cv(E) → Ωk−n(M) so as to agree with the above definition given on local

trivializations.

Exercise. Check that the map π∗ is well-defined globally.

Proposition 6.5. The map π∗ commutes with the exterior derivative.

Proof. It suffices to prove the proposition in a local trivialization. Let ω ∈ Ωcv(U ×Rn) be

of type (1). Then ω = (π∗η) ∧ f(x, u)dui1 ∧ · · · ∧ dui` , and

dπ∗ω = 0

π∗dω = π∗

(
dπ∗η ∧ f(x, u)dui1 ∧ · · · ∧ dui`

+(−1)deg(η)
m∑
i=1

π∗η ∧ dxi ∧ ∂f(x, u)

∂xi
dui1 ∧ · · · ∧ dui`

+(−1)deg(η)
n∑
i=1

π∗η ∧ ∂f(x, u)

∂ui
dui ∧ dui1 ∧ · · · ∧ dui`

)
= (−1)deg(η)

n∑
i=1

π∗
(∂f(x, u)

∂ui
dui ∧ dui1 ∧ · · · ∧ dui`

)
η

= 0.
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The last equality follows immediately if dui ∧ dui1 ∧ · · · ∧ dui` 6= ±du1 ∧ · · · ∧ dun, and it

follows from

π∗
(∂f(x, u)

∂ui
dui ∧ dui1 ∧ · · · ∧ dui`

)
= ±

∫
Rn

∂f(x, u)

∂ui
du1 · · · dun = 0,

if dui ∧ dui1 ∧ · · · ∧ dui` = ±du1 ∧ · · · ∧ dun, since f(x, ·) is compactly supported.

On the other hand, if ω ∈ Ωcv(U × Rn) is of type (2), then

ω = (π∗η) ∧ f(x, u)du1 ∧ · · · ∧ dun,

and

dπ∗ω = d
(∫

Rn
f(x, u)du1 · · · dun

)
η

=

m∑
i=1

(∫
Rn

∂f(x, u)

∂xi
du1 · · · dun

)
dxi ∧ η +

(∫
Rn
f(x, u)du1 · · · dun

)
dη

π∗dω = π∗

(
(π∗dη) ∧ f(x, u)du1 ∧ · · · ∧ dun

+(−1)deg(η)
m∑
i=1

π∗η ∧ dxi ∧ ∂f(x, u)

∂xi
dui1 ∧ · · · ∧ dui`

)
=

(∫
Rn
f(x, u)du1 · · · dun

)
dη + (−1)deg(η)

m∑
i=1

(∫
Rn

∂f(x, u)

∂xi
du1 · · · dun

)
η ∧ dxi

=
(∫

Rn
f(x, u)du1 · · · dun

)
dη +

m∑
i=1

(∫
Rn

∂f(x, u)

∂xi
du1 · · · dun

)
dxi ∧ η.

This completes the proof. �

Proposition 6.6. Let π : E → M be a smooth real oriented vector bundle of rank n,

µ ∈ Ω(M), and ω ∈ Ωcv(E). Then

(a) π∗((π
∗µ) ∧ ω) = µ ∧ π∗ω,

(b) If M is oriented, µ is compactly supported, and π∗µ ∧ ω ∈ Ωm+n(E), then∫
E
π∗µ ∧ ω =

∫
M
µ ∧ π∗ω.

Proof. For suffices to prove claim (a) in a local trivialization. Let ω ∈ Ωcv(U × Rn) be of

type (1). Then ω = (π∗η) ∧ f(x, u)dui1 ∧ · · · ∧ dui` , and

π∗((π
∗µ) ∧ ω) = π∗

(
(π∗µ) ∧ (π∗η) ∧ f(x, u)dui1 ∧ · · · ∧ dui`

)
= π∗

(
π∗(µ ∧ η) ∧ f(x, u)dui1 ∧ · · · ∧ dui`

)
= 0.

Meanwhile, µ ∧ π∗ω = 0 since π∗ω = 0. Next, suppose that ω is of type (2). Then

ω = (π∗η) ∧ f(x, u)du1 ∧ · · · ∧ dun, and
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π∗((π
∗µ) ∧ ω) = π∗

(
(π∗µ) ∧ (π∗η) ∧ f(x, u)du1 ∧ · · · ∧ dun

)
= π∗

(
π∗(µ ∧ η) ∧ f(x, u)du1 ∧ · · · ∧ dun

)
=

(∫
Rn
f(x, u)du1 · · · dun

)
µ ∧ η

= µ ∧
(( ∫

Rn
f(x, u)du1 · · · dun

)
η
)

= µ ∧ π∗ω.

In order to prove claim (b), choose an oriented collection of local trivializations {(Uα,Φα)}
of E, and choose a partition of unity {ρα} subordinate to the cover {Uα}. Then∫

E
π∗µ ∧ ω =

∑
α

∫
E|Uα

(ρα ◦ π)π∗µ ∧ ω

=
∑
α

∫
Uα×Rn

π∗µ ∧ (ρα ◦ π)ω

Direct computation proves that∫
Uα×Rn

π∗µ ∧ (ρα ◦ π)ω =

∫
Uα

µ ∧ ραπ∗ω =

∫
Uα

ρα µ ∧ π∗ω,

and hence ∑
α

∫
Uα×Rn

π∗µ ∧ (ρα ◦ π)ω =
∑
α

∫
Uα

ρα µ ∧ π∗ω =

∫
M
µ ∧ π∗ω.

�

Theorem 6.7 (Thom Isomorphism). Let π : E → M be a smooth real oriented vector

bundle of rank n. Then

Hk
cv(E) ∼= Hk−n

dR (M),

for each k ≥ 0.

Proof. We start by proving the isomorphism in the case of the trivial vector bundle. In this

regard, define a linear map

p∗ : Ωk
cv(M × Rn)→ Ωk−1

cv (M × Rn−1)

as follows:

p∗(π
∗η ∧ f(x, u)dui1 ∧ · · · ∧ dui`) = π∗η ∧

(∫
R
f(x, u)dun

)
dui1 ∧ · · · ∧ dui`−1

if il = n, and p∗(ω) = 0, otherwise.

It is easy to check that the map p∗ commutes with the exterior derivative, and hence it is

a chain map. Now let e := e(un)dun be a compactly supported 1-form on R with
∫
R e = 1.
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Then define e∗ : Ωk−1
cv (M × Rn−1)→ Ωk

cv(M × Rn) by

e∗(η) = η ∧ e.

Note that p∗ ◦ e∗ = id. We claim that e∗ ◦ p∗ is chain homotopic to id. Define a homotopy

operator H : Ωk+1
cv (M × Rn)→ Ωk

cv(M × Rn) by

H(π∗η ∧ f(x, u)dui1 ∧ · · · ∧ dui`) = (−1)k
[
π∗η ∧

( ∫ un

−∞
f(x, u1, . . . , un−1, t)dt

)
dui1 ∧ · · · ∧ dui`−1

−π∗η ∧
( ∫ un

−∞
e(t)dt

)( ∫
R
f(x, u)dun

)
dui1 ∧ · · · ∧ dui`−1

]
,

if il = n, and H∗(ω) = 0, otherwise. Direct computation verifies that dHω + Hdω =

ω − (e∗ ◦ p∗)ω for any ω ∈ Ωk+1
cv (M × Rn). Hence

p∗ : Hk
cv(M × Rn) ∼= Hk−1

cv (M × Rn−1),

and by induction on n, we get

π∗ : Hk
cv(M × Rn) ∼= Hk−n(M),

For the general case, let {Uα} be an open cover of M by local trivializations. Fix Uα and Uβ

from this open cover, and consider the Mayer–Vietoris exact sequence

0→ Ω∗cv(E|Uα∪Uβ )
r→ Ω∗cv(E|Uα)⊕ Ω∗cv(E|Uβ )

s→ Ω∗cv(E|Uα∩Uβ )→ 0,

where r has coordinates the restrictions of a differential form to E|Uα and E|Uβ , respectively,

while s is the difference of the restrictions of differential forms in Ω∗cv(E|Uα) and Ω∗cv(E|Uβ )

to E|Uα∩Uβ . This induces a long-exact sequence

· · ·Hk
cv(E|Uα∪Uβ )

r // Hk
cv(E|Uα)⊕Hk

cv(E|Uβ )
s // Hk

cv(E|Uα∩Uβ )
d∗ // Hk+1

cv (E|Uα∪Uβ ) · · ·

where the map d∗ can be described via the help of a partition of unity {fα, fβ} subordinate

to {Uα, Uβ}. Given ω ∈ Ωcv(E|Uα∩Uβ ), note that s(π∗fαω,−π∗fβω) = ω. If dω = 0, then

d∗[ω] is represented by d(π∗fαω) on E|Uα , and by −d(π∗fβω) on E|Uβ . Now consider the

following diagram:

· · ·Hk
cv(E|Uα∪Uβ )

r //

π∗
��

Hk
cv(E|Uα)⊕Hk

cv(E|Uβ )
s //

π∗
��

Hk
cv(E|Uα∩Uβ )

d∗ //

π∗
��

Hk+1
cv (E|Uα∪Uβ ) · · ·

π∗
��

· · ·Hk−n
dR (Uα ∪ Uβ)

r // Hk−n
dR (Uα)⊕Hk−n

dR (Uβ)
s // Hk−n

dR (Uα ∩ Uβ)
d∗ // Hk+1−n

dR (Uα ∪ Uβ) · · ·

The commutativity of the two left-most rectangles is easy to check. As for the right-most

rectangle, commutativity follows from Proposition 6.6:

π∗d(π∗fαω) = π∗(d(π∗fα) ∧ ω) = π∗(π
∗dfα ∧ ω) = dfα ∧ π∗ω = d(fαπ∗ω).



44

Since π∗ has been proved to be an isomorphism for trivial bundles over Uα, Uβ, and Uα∩Uβ,

it follows from the five-lemma that

π∗ : Hk
cv(E|Uα∪Uβ )→ Hk−n

dR (Uα ∪ Uβ)

is also an isomorphism. Using the partial ordering by inclusions of open subsets of M and

applying Zorn’s Lemma, the statement of the theorem then follows from induction on the

cardinality of open covers by local trivializations. �

Let Ωc(M) denote the subalgebra of compactly supported differential forms on M . This

is a subcomplex of the de Rham complex. The resulting cohomology groups are denoted

by H∗c (M). Theorem 6.7 implies the compactly supported version of the Poincaré Lemma:

Corollary 6.8. For any m ≥ 0 we have

Hk
c (Rn) ∼=

R if k = n,

0 otherwise.

Proof. This follows from applying Theorem 6.7 to a vector bundle over a point. �

Definition. Denote the inverse of the isomorphisms π∗ by T, called the Thom isomorphism.

Then the image of 1 ∈ H0
dR(M) under the isomorphism T is called the Thom class.

By Proposition 6.6, for any µ ∈ Hk
dR(M) we have

π∗(π
∗µ ^ τ) = µ ^ π∗τ = µ.

Hence, T(µ) = π∗µ ^ τ .

Proposition 6.9. The Thom class of a smooth real oriented vector bundle π : E → M

of rank n is characterized as the unique cohomology class in Hn
cv(E) that restricts to the

oriented generator of Hn
c (Ep) on each fiber Ep of π : E →M .

Proof. Since π∗τ = 1, the pull-back of τ to any fiber of the vector bundle is represented by

a compactly supported n-form whose integral over the fiber is 1. Conversely, if τ ′ ∈ Hn
cv(E)

is such that it restricts to the oriented generator of Hn
c (Ep) on each fiber Ep of π : E →M ,

then for any µ ∈ Hk
dR(M) we have π∗(π

∗µ ^ τ ′) = µ ^ π∗τ
′ = µ. Therefore, T(µ) =

π∗µ ^ τ ′ and T(1) = τ ′. �

We denote the Thom class of the vector bundle π : E → M by τ(E). We define the Euler

class of a smooth real oriented vector bundle π : E →M of rank n as follows:

Definition. Let s0 : M → E be the zero section. Then, there exists a homomorphism

s∗0 : Hn
cv(E)→ Hn

dR(M).

The Euler class e(E) is the cohomology class s∗0τ(E) ∈ Hn(M ;Z).
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Homework-3
Due 3/25/14

(1) Let M be a smooth closed oriented m-dimensional manifold. Prove that Hm
dR(M)

is non-trivial. (Hint: Construct a homomorphism from Ωm(M) to R that induces

a surjective homomorphism from Hm
dR(M) onto R.)

(2) Prove the following:

(a) Let F : N → M be a smooth covering map, and Ω be a volume form on M .

Then F ∗Ω is a volume form on N . In particular, N is also orientable.

(b) RPn admits a volume form if and only if n is odd. (Hint: Observe the effect

of the antipodal map on the volume form

Ω =
n+1∑
i=1

(−1)i−1xi dx
1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn+1

on Sn.)

(3) Let M be a smooth m-dimensional manifold. Prove that if M is connected and

non-compact, then H0
c (M) = {0}.

(4) Use the notation of Example 9, but for CP2. Let (rx, θx) and (ry, θy) denote

the polar coordinates on fibers of E over π(Ux) and π(Uy), respectively. Fix a

partition of unity {fx, fy} subordinate to the cover {π(Ux), π(Uy)} of CP1. With

the preceding understood, note that we have a transition function gxy : π(Ux∩Uy)→
U(1) defined by gxy(x : y) = x|y|

y|x| = eiφxy where 0 ≤ φxy < 2π and θy = θx + φxy.

Define ηx = − fx
2πdφxy and ηy =

fy
2πdφxy on E0, the complement of the zero section

of E. First, show that there exists a 1-form Ω on E0 which restricts to
1

2πdθx − ηx on Ux ∩ E0 and to 1
2πdθy − ηy on Uy ∩ E0. Next, consider a smooth

non-decreasing function ρ : [0,∞) → R such that ρ(r) = −1 near r = 0, ρ(r) = 0

for r > 2, hence
∫

[0,∞) dρ = 1. Now show that d(ρ · Ω) represents the Thom

class of the Hopf bundle. Finally, verify that the Euler class of the Hopf

bundle is represented on π(Ux) by the differential form

i

2π
d
(
fx · d ln gxy

)
.

(5) Prove the following properties of the Euler class:

• If π : E → M and π′ : E → M are two smooth real oriented vector bundles, then

e(E ⊕ E′) = e(E) ^ e(E′).

• If the orientation of the vector bundle π : E → M is reversed, then e(E) changes

sign.
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7. March 10–March 14

Connections on Vector Bundles

Definition. Let M be a smooth m-dimensional manifold, and π : E → M be a smooth

real vector bundle of rank n. Denote by V the kernel of dπ : TE → TM , which is a smooth

vector bundle isomorphic to π∗E. A linear Ehresmann connection on E is a subbundle H of

TE such that TE = V ⊕H and H varies linearly in the fiber direction. With the direct sum

decomposition TE = V ⊕H in mind, there exists a bundle homomorphism πv : TE → V

obtained by projecting onto the kernel of dπ.

To be more precise, let (U,Φ) be a local trivialization of E. Denote by x1, · · · , xm the

coordinates on U and by u1, . . . , un the coordinates on fibers of E over U . Then, H|π−1(U)

can be described as the kernel of linearly independent 1-forms θ1, . . . , θn on π−1(U) that

have the form

θi = dui +
m∑
k=1

θik(x, u)dxk

for some smooth functions θij on π−1(U) which are linear in the fiber coordinates. Therefore,

θik(x, u) =
n∑
j=1

Γijk(x)uj ,

where Γijk are smooth functions on U , called the connection coefficients. The matrix

of 1-forms A on U with entries Aij =
∑m

k=1 Γijkdx
k is called the connection matrix.

Consequently,

θi = dui +
n∑
j=1

Aiju
j .

In what follows, we use the Einstein summation convention, where super and sub indices

with the same label indicate summing over the corresponding range of positive integers.

Having said that, take two local trivializations (Uα,Φα) and (Uβ,Φβ) of E where Uα and

Uβ are two coordinate neighborhoods with Uα ∩ Uβ 6= ∅. Denote by x1
α, . . . , x

m
α , u

1
α, . . . , u

n
α

and x1
β, . . . , x

m
β , u

1
β, . . . , u

n
β the coordinates on π−1(Uα) and π−1(Uβ), respectively. Suppose

H|π−1(Uα) can be described as the kernel of 1-forms θ1
α, . . . , θ

n
α where

θiα = duiα + Γijku
j
αdx

k
α.

Then

θiα = d((gαβ)iru
r
β) + Γijk(gαβ)jru

r
β

∂xkα
∂xsβ

dxsβ

= (gαβ)irdu
r
β +

(∂(gαβ)ir
∂xsβ

+ Γijk(gαβ)jr
∂xkα
∂xsβ

)
urβdx

s
β



47

and

(gβα)tiθ
i
α = (gβα)ti(gαβ)irdu

r
β +

(
(gβα)ti

∂(gαβ)ir
∂xsβ

+ (gβα)tiΓ
i
jk

∂xkα
∂xsβ

(gαβ)jr

)
urβdx

s
β

θtβ = dutβ +
(

(gβα)ti
∂(gαβ)ir
∂xsβ

+ (gβα)tiΓ
i
jk

∂xkα
∂xsβ

(gαβ)jr

)
︸ ︷︷ ︸

Γtrs

urβdx
s
β.

Since gαβ = gβα
−1, we can write

Γtrs = (gβα)ti
∂(gβα

−1)
i
r

∂xsβ
+ (gβα)tiΓ

i
jk

∂xkα
∂xsβ

(gβα
−1)

j

r,

and

Atr = (gβα)ti
∂(gβα

−1)
i
r

∂xsβ
dxsβ + (gβα)tiA

i
j(gβα

−1)
j

r,

or shortly, Aβ = gβαAαgβα
−1 + gβαdgβα

−1 = gβαAαgβα
−1 − (dgβα)gβα

−1. Hence, a linear

Ehresmann connection on E is uniquely described by a collection of n×n-matrix of 1-forms

on its local trivializations which transform according to the former formula.

Next, let s : M → E be a smooth section. Then πv ◦ ds : TM → V |s(M)
∼= s∗V ∼= E is a

bundle homomorphism, called the covariant derivative associated to the linear Ehresmann

connection on E. Note that πv◦ds is a section of the homomorphism bundle Hom(TM,E) ∼=
T ∗M ⊗ E. Let (U,Φ) be a local trivialization of E as before. Then s ∈ C∞(M ;E) can be

locally written as s(x) = (s1(x), . . . , sn(x)) where si(x) ∈ C∞(U), and πv ◦ ds over U can

be written as ( ∂si
∂xk

+ sjΓijk

)
dxk ⊗ ∂

∂ui
.

More generally:

Definition. A covariant derivative operator on E is an R-linear map

∇ : C∞(M ;E)→ C∞(M ;T ∗M ⊗ E)

such that

(1) For any s1, s2 ∈ C∞(M ;E),

∇(s1 + s2) = ∇s1 +∇s2.

(2) (Leibniz rule) For any f ∈ C∞(M) and s ∈ C∞(M ;E),

∇(fs) = df ⊗ s+ f∇s.

If X ∈ X(M) and s ∈ C∞(M ;E), then the covariant derivative of s along X is given by

∇Xs := 〈∇s,X〉.

Note that we also have
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• For any X,Y ∈ X(M) and s ∈ C∞(M ;E),

∇X+Y s = ∇Xs+∇Y s.

• For any f ∈ C∞(M), X ∈ X(M), and s ∈ C∞(M ;E),

∇fXs = f∇Xs.

Using the trivialization (U,Φ), we can write

∇s|U = ∇(si
∂

∂ui
)

= dsi ⊗ ∂

∂ui
+ sj∇ ∂

∂uj
.

Hence, writing

∇ ∂

∂uj
= Γijkdx

k ⊗ ∂

∂ui

where Γijk ∈ C∞(U), we get

∇s|U = dsi ⊗ ∂

∂ui
+ sjΓijkdx

k ⊗ ∂

∂ui

=
∂si

∂xk
dxk ⊗ ∂

∂ui
+ sjΓijkdx

k ⊗ ∂

∂ui

=
( ∂si
∂xk

+ Γijks
j
)
dxk ⊗ ∂

∂ui
.

Moreover, the functions Γijk transform in exactly the same way as the connection

coefficients.

Exercise. Prove the last claim.

This proves that every covariant derivative on a smooth real vector bundle π : E → M

is induced by a linear connection on E. Therefore, the notions of linear connection and

covariant derivative are equivalent. It remains to show that covariant derivatives always

exist:

Theorem 7.1. Every smooth real vector bundle admits a covariant derivative.

Proof. Let (Uα,Φα) be an open cover of M by local trivializations of E. Fix a partition of

unity {fα} subordinate to {Uα}. On each E|Uα , define a covariant derivative ∇α by

∇αs := dsi ⊗ ∂

∂ui
.

Then,

∇s :=
∑
α

∇α(fαs) =
∑
α

fα∇α(s|Uα),

where the last equality follows from the Leibniz rule and the fact that
∑

α fα = 1. It is

easy to check that ∇ is a covariant derivative on E. �
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If ∇ and ∇′ are two covariant derivatives on E described by connection 1-forms A and

A′ over local trivializations, then

Aβ −A′β = gβα(Aα −A′α)g−1
βα .

Therefore, ∇−∇′ ∈ C∞(M ;T ∗M ⊗ End(E)), and the space of covariant derivatives on E

is an affine space over the vector space C∞(M ;T ∗M ⊗ End(E)).

Proposition 7.2. Let ∇ be a covariant derivative on E, and p ∈ M . Then there exists

a coordinate neighborhood (U,ϕ) of p and a local trivialization of E over U such that the

corresponding connection matrix is trivial at p.

Proof. Fix a coordinate neighborhood (U,ϕ) around p with coordinate functions x1, . . . , xm

such that xi(p) = 0 for all i = 1, . . . ,m, and a local trivialization of E over U with

coordinates u1, . . . , un. Then write the connection matrix in this local trivialization as

Aij = Γijkdx
k,

and consider the linear transformation g ∈ GL(n,R) defined by

gij = δij + Γijk(p)x
k,

in a possibly smaller neighborhood of p. Note that gij(p) = δij . Furthermore, Ap = dgp.

Therefore,

A′ = gAg−1 − (dg)g−1

satisfies A′p = 0. �

Given a linear connection with associated covariant derivative ∇ on a smooth real vector

bundle π : E →M , we can uniquely extend the covariant derivative operator to an R-linear

operator

d∇ : C∞(M ; Λk(M)⊗ E)→ C∞(Λk+1(M)⊗ E)

such that

d∇(µ ∧ s) := dµ ∧ s+ (−1)k1µ ∧ dAs,

for any µ ∈ Ωk1(M) and s ∈ C∞(M ; Λk2(M)⊗ E). Locally, we can write

d∇s = ds+A ∧ s,

for any s ∈ C∞(M ; Λk(M)⊗ E). Then, over a local trivialization (U,Φ)

d∇∇s = d∇(ds+As)

= (dds+A ∧ ds) + ((dA)s−A ∧∇s)

= A ∧ ds+ (dA)s−A ∧ ds−Aij ∧ sjAki
∂

∂uk
)

= (dA)s+Aki ∧Aijsj
∂

∂uk
= (dA+A ∧A)s
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where Ω = dA + A ∧ A is called the curvature matrix of the connection. Note that the

transformation rule for the connection matrix yields

Ωβ = gβαΩαg
−1
βα .

Therefore, Ω is a globally defined 2-form with values in C∞(M ; End(E)). More precisely, if

X,Y ∈ X(M), the curvature matrix defines a linear map R(X,Y ) from C∞(M ;E) to itself

by

R(X,Y )(s)|U = Ωi
j(X,Y )|Usj

where s = (s1, . . . , sn) over a local trivialization (U,Φ). Note that

• R(X,Y ) = −R(X,Y ),

• R(fX, Y ) = fR(X,Y ), and R(X,Y )(fs) = fR(X,Y )(s).

Furthermore,

Theorem 7.3. Let X,Y ∈ X(M). Then

R(X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ].

Proof. Exercise. �

Theorem 7.4 (Bianchi identity). The curvature matrix Ω satisfies

dΩ = Ω ∧A−A ∧ Ω,

over any local trivialization.

Proof. Over a local trivialization:

dΩ = d(dA+A ∧A)

= dA ∧A−A ∧ dA

= (Ω−A ∧A) ∧A−A ∧ (Ω−A ∧A)

= Ω ∧A−A ∧ Ω.

�

Definition. A connection whose curvature matrix vanishes is called flat.

A smooth section s of the vector bundle π : E →M is called parallel if

∇s = 0.

More specifically,

Definition. Let γ be a smooth parametrized curve in M , and X denote the tangent vector

field to γ. Then a smooth section s of the vector bundle π : E →M is called parallel along

γ if

∇Xs = 0.
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Note that the above condition amounts to solving a system of ordinary differential

equations on the pull-back vector bundle γ∗E. Since the latter is the trivial vector bundle,

these equations read:

∇Xs = 〈∇s,X〉 =
(dsi
dt

+ Γijks
jXk(t)

) ∂

∂ui
= 0,

where s(t) = (s1(t), . . . , sn(t)) and u1, . . . , un are the fiber coordinates. Given a smooth

parametrized curve γ : (ε, ε)→M through a point p ∈M , a point e ∈ E such that π(e) = p,

and a vector v ∈ Ep, we can parallel transport v along γ by solving the initial value problem

for the above system of equations. Having fixed a point p ∈ M and a loop γ starting and

ending at p, we can parallel transport all vectors in the fiber Ep to obtain a linear map

from Ep to itself. Moreover, this linear map is invertible. Identifying Ep with Rn, we can

regard this automorphism of Ep as an element of GL(n,R), called the holonomy of the

connection around γ. Holonomy around the composition of two loops is the composition of

the automorphisms around the individual loops. Therefore, holonomies around loops based

at p form a subgroup Holp(A) of GL(n,R), called the the holonomy group, and we have an

epimorphism

π1(M,p)→ Holp(A)/Hol◦p(A),

where Hol◦p(A) is the subgroup of Holp(A) consisting of holonomies around contractible

loops. A linear connection is flat if and only if Hol◦p(A) is trivial.

Given a linear connection with covariant derivative ∇ on a smooth real vector bundle

π : E → M , we can construct a linear connection on E∗ with covariant derivative ∇∗

satisfying

d〈s∗, s〉 = 〈∇∗s∗, s〉+ 〈s∗,∇s〉.

If F : N → M is a smooth map, the covariant derivative associated to the induced

connection on the pullback bundle F ∗E satisfies

(F ∗∇)XF
∗s = ∇dF (X)s.

If π1 : E1 →M and π2 : E2 →M are two smooth real vector bundles with linear connections

with covariant derivatives ∇1 and ∇2, respectively, the vector bundles E1⊕E2 and E1⊗E2

have induced covariant derivatives ∇⊕ and ∇⊗ defined by

∇⊕(s1 ⊕ s2) := ∇1s1 ⊕∇2s2

∇⊗(s1 ⊗ s2) := ∇1s1 ⊗ s2 + s1 ⊗∇2s2.

Recall that given a (Hermitian) metric on the smooth real (complex) vector bundle π :

E →M , we can find an open cover of M by orthogonal (unitary) trivializations. With this

understood, an orthogonal (unitary/Hermitian) connection on E is one whose associated

covariant derivative ∇ satisfies

∇(s1, s2) = (∇s1, s2) + (s1,∇s2).
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(∇〈s1, s2〉 = 〈∇s1, s2〉+〈s1,∇s2〉.) The connection and curvature matrices of an orthogonal

(unitary) connection are skew-symmetric (skew-Hermitian).

Exercise. Prove the last claim.

8. March 24–March 28

Lie Groups and Lie Algebras

Definition. A Lie group G is a smooth manifold without boundary that has the structure

of a group such that the group operation and inversion are both smooth maps.

Note that the maps

• Lg : G→ G,

• Rg : G→ G,

• ψg : G→ G,

defined by Lg(h) = gh, Rg(h) = hg, and ψg(h) = ghg−1, respectively, are diffeomorphisms.

Example 10. Examples of multiplication Lie groups include matrix groups such as:

• GL(n,R) = {A ∈Mn(R) | det(A) 6= 0},
• GL(n,C) = {A ∈Mn(C) | det(A) 6= 0},
• O(n) = {A ∈ GL(n,R) | AAT = I = ATA},
• SO(n) = {A ∈ O(n) | det(A) = 1},
• U(n) = {A ∈ GL(n,C) | AA∗ = I = A∗A},
• SU(n) = {A ∈ U(n) | det(A) = 1}.

In particular, SU(2) is the Lie group diffeomorphic to S3. In order to see this, note that

an element of SU(2) is written as [
z −w̄
w z̄

]
,

where z, w ∈ C such that |z|2 + |w|2 = 1. Meanwhile, C2 has a multiplicative group

structure H defined by quaternion multiplication: (z = z1 + iz2, w = w1 + iw2) is identified

with the quaternion z1 + iz2 + jw1 − kw2. Inside H, the 3-sphere sits as the subgroup of

unit quaternions. With respect to these identifications the matrix multiplication in SU(2)

and quaternion multiplication in S3 coincide.

Definition. A Lie group homomorphism F : H → G between two Lie groups is a

smooth map that is also a group homomorphism. A Lie group isomorphism is a Lie group

homomorphism that is a diffeomorphism. A Lie subgroup H of a Lie group G is a subgroup

that is also a submanifold.

Lemma 8.1. Let G be a Lie group, and H ⊂ G be an open subgroup. Then H is a Lie

subgroup consisting of connected components of G.
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Proof. The assertion that H is a Lie subgroup is immediate from the definition. As for

the assertion that H is a union of connected components of G, we show that H is a closed

subset of G. To see this, note that GrH is a union of cosets of H not equal to itself. Since

H is an open subset of G, each of these cosets are also open. Hence GrH is open, and H

is closed. This completes the proof. �

Proposition 8.2. Let G be a Lie group and U be an open neighborhood of the identity

in G. Then U generates an open Lie subgroup of G. Furthermore, if U is connected, it

generates an open connected Lie subgroup of G.

Proof. Denote by Uk the collection of elements of G that can be written as a product of

k elements from U or U−1. Then U1 = U ∪ U−1 is open and each Uk = U1Uk−1 can be

written as a union of diffeomorphic copies of Uk−1. Therefore, each Uk is open by induction,

and their union H :=
⋃
k Uk is also open. It follows from Lemma 8.1 that H is an open

subgroup of G that is a union of connected components of G. If U is connected, then so are

U−1 and U ∩ U−1, since U ∩ U−1 6= ∅. Meanwhile, the map · : U1 × Uk−1 → G is smooth

with image Uk. Hence by induction each Uk is connected, and their union is also connected

since the identity element of G is contained in each Uk. �

Definition. The connected component of a Lie group G containing the identity is called

the identity component of G. We denote the identity component of G by G◦.

Proposition 8.3. Let G be a Lie group. Then G◦ is a normal Lie subgroup of G◦, and it is

the only open connected Lie subgroup of G. Any connected component of G is diffeomorphic

to G◦.

Proof. Let h ∈ G and consider the subgroup hG◦h
−1, which is a connected Lie subgroup

of G isomorphic to G◦. Then hG◦h
−1 ⊂ hG◦h−1 ∪G◦ = G◦. Since the latter holds for any

h ∈ G, G◦ is a normal subgroup of G.

Next, let H ⊂ G be an open connected Lie subgroup. Then by Lemma 8.1, H is a

connected component of G. Since H ∩G◦ 6= ∅, we conclude H = G◦. Finally, cosets of G◦

constitute all connected components of G since they are all connected and disjoint. �

Definition. A smooth vector field X ∈ X(G) is called left-invariant if Lg∗X = X for any

g ∈ G. The space of all left-invariant vector fields on G is called the Lie algebra of G and

is denoted by g. The Lie algebra of G is equipped with the usual Lie bracket of smooth

vector fields on G.

Theorem 8.4. Let G be a Lie group and g denote its Lie algebra. Then g is isomorphic

to TeG where e denotes the identity element of G.

Proof. We will show that the map Φ : g→ TeG defined by Φ(X) := Xe is an isomorphism.

To see this, first check that this is a linear map. Then note that a left-invariant vector field

X on G is uniquely characterized by its value at the identity element since Xg = Lg∗Xe.

This completes the proof. �
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Corollary 8.5. Any Lie group is parallelizable.

Example 11. Consider the Lie group GL(n,R). The Lie algebra of GL(n,R) can be

determined as follows: note that GL(n,R) is an open subset of Mn(R). Then TIGL(n,R) ∼=
Mn(R). Given A ∈ Mn(R), a smooth parametrized curve through the identity matrix I

where its tangent is the matrix A is defined by the matrix exponential

etA :=
∞∑
k=0

1

k!
tkAk,

and the corresponding left-invariant vector field XA ∈ gl(n,R) is defined by XA(g) =

Lg∗A = gA for any g ∈ GL(n,R). Meanwhile, the 1-parameter group of diffeomorphisms

{ρXA(·, t)} generated by XA is defined by ρXA(g, t) = getA. Therefore, for any A,B ∈
Mn(R) we have

[XA, XB](I) =
d

dt
|t=0e

tABe−tA = AB −BA = [A,B].

Analogous statements hold for the Lie group GL(n,C) as well. Next we describe the Lie

algebra of SU(2). By definition, U(2) is the pre-image of the identity under the map from

GL(n,C) to Mn(C) sending A to AA∗. This map is smooth and its differential at the

identity is

lim
t→0

etAetA
∗ − I
t

= A+A∗.

Setting the differential equal to zero gives TIU(2) which is the space of skew-Hermitian

matrices. Meanwhile, the identity det(etA) = etr(tA) implies that TISU(2) is the space of

traceless skew-Hermitian matrices. Then the Lie algebra su(2) is a real vector space of

dimension 3 generated by the Pauli spin matrices:[
i 0

0 −i

]
,

[
0 −1

1 0

]
,

[
0 i

i 0

]
,

equipped with the commutator bracket.

Theorem 8.6. A Lie group homomorphism F : H → G induces a Lie algebra

homomorphism F∗ : h→ g.

Proof. Let Y be left-invariant vector field on H. Then denote by XeG ∈ TeGG the tangent

vector dFeH (YeH ). This tangent vector corresponds to a left-invariant vector field X on G

by Xg = Lg∗XeG . First, we claim that for any h ∈ H

dFhYh = XF (h).

To see this, note that F ◦ Lh = LF (h) ◦ F and hence F∗ ◦ Lh∗ = LF (h)∗ ◦ F∗. As a result,

dFhYh = F∗(Lh∗YeH ) = LF (h)∗(F∗YeH ) = LF (h)∗XeG = XF (h).
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To finish the proof, we need to show that the map F∗ respects the Lie brackets. Let Y1 and

Y2 be left-invariant vector fields on H, then

F∗[Y1, Y2] = [F∗Y1, F∗Y2].

This is because for any f ∈ C∞(G), we have

(F∗[Y1, Y2])f = df(F∗[Y1, Y2]) = (F ∗df)([Y1, Y2]) = d(f ◦ F )([Y1, Y2]) = [Y1, Y2](f ◦ F ).

and

[Y1, Y2](f ◦ F ) = Y1Y2(f ◦ F )− Y2Y1(f ◦ F )

= Y1((F∗Y2f) ◦ F )− Y2((F∗Y1f) ◦ F )

= ((F∗Y1F∗Y2)f) ◦ F − ((F∗Y2F∗Y1)f) ◦ F

= ([F∗Y1, F∗Y2]f) ◦ F

as is easily verified by a computation using local coordinates. �

Next, we generalize the above example to more general Lie groups and their Lie algebras.

In this regard, remember that a smooth vector field is complete if the maximal integral curve

through any point is defined for all time.

Lemma 8.7. Every left-invariant vector field on a Lie group is complete.

Proof. Let X be a left-invariant vector field on G, and ρ denote the local 1-parameter family

of diffeomorphisms as provided by Theorem 3.1. Then

Lg ◦ ρ(·, t) = ρ(·, t) ◦ Lg,

for any g ∈ G. To see this, let h ∈ G and γ = ρ(h, ·) be the maximal integral curve of X

through h. Then γ̂ = Lg ◦ γ is an integral curve of X through gh since

d

dt
|t=sγ̂(t) =

d

dt
|t=sLg ◦ ρ(h, t)

= Lg∗(
d

dt
|t=sρ(h, t))

= Lg∗(Xρ(h,s)) = Xg·ρ(h,s)

and by uniqueness of ρ the desired equality follows. Now suppose γ(t) is defined for t ∈ (a, b)

where b <∞, and ρ(e, t) is defined for t ∈ (−ε, ε). Then choose t◦ ∈ (b− ε, b) and define

γ̃(t) =

γ(t) if t ∈ (a, b),

Lρ(h,t◦)(ρ(e, t− t◦)) if t ∈ (t◦ − ε, t◦ + ε).

It is easy to check using Lg ◦ ρ(·, t) = ρ(·, t) ◦ Lg that the two lines of the definition of the

curve γ̃ agree on (t◦ − ε, b). Furthermore, by virtue of the fact that X is a left-invariant
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vector field, we have
d

dt
|t=sγ̃(t) = Xγ̃(s),

for s ∈ (t◦− ε, t◦+ ε), hence the γ̃ is an integral curve of X through h. But this contradicts

the maximality of γ since t◦+ε > b. Similar arguments can be used to derive a contradiction

assuming a > −∞. �

Definition. Let G be a Lie group. A 1-parameter subgroup of G is a Lie group

homomorphism from R into G.

Lemma 8.8. Let G be a Lie group and X be a left-invariant vector field on G. Then the

integral curve of X through the identity element is a 1-parameter subgroup of G.

Proof. Let ρ denote the 1-parameter group of diffeomorphisms (or flow) of X, which is

complete by Lemma 8.7. Then ρ(e, ·) : R → G is the integral curve of X through the

identity element. It follows from Lg(ρ(e, s)) = ρ(g, s) and ρ(ρ(e, t), s) = ρ(e, t+ s) that

ρ(e, t) · ρ(e, s) = ρ(e, t+ s).

This proves the claim. �

Theorem 8.9. Given a 1-parameter subgroup of a Lie group G, there exists a unique

left-invariant vector field on G generating it. Consequently, there is a one-to-one

correspondence between 1-parameter subgroups of G and left-invariant vector fields on G.

Proof. Let γ : R → G be a 1-parameter subgroup of G. The vector field d
dt is the

left-invariant vector field on R. Meanwhile, dγ0( ddt |t=0) = Xe ∈ TeG yields a left invariant

vector field X on G by Theorem 8.4. It suffices to prove that γ is an integral curve of X

through e. This follows from

γ′(s) = dγs(
d

dt
|t=s) = dγs(Ls∗

d

dt
|t=0) = Lγ(s)∗(dγ0(

d

dt
|t=0)) = Lγ(s)∗Xe = Xγ(s).

�

Definition. Let G be a Lie group and g denote its Lie algebra. The exponential map

exp : g → G is defined by sending a left-invariant vector field X to γ(1) where γ is the

1-parameter subgroup of G generated by X.

Theorem 8.10. Let G be Lie group and g denote its Lie algebra. Then

(1) The exponential map is smooth.

(2) Given a left-invariant vector field X on G, γ(t) = exp(tX) is the 1-parameter

subgroup generated by X. Consequently, exp((t+ s)X) = exp(tX) · exp(sX).

(3) The differential at the identity dexp0 : T0g → TeG is the identity map under the

canonical identifications of T0g and TeG with g. Moreover, the restriction of the

exponential map to some open neighborhood of 0 in g is a diffeomorphism onto its

image.
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(4) Given a Lie group homomorphism F : H → G, we have a commutative diagram

h
F∗ //

exp

��

g

exp

��
H

F // G

(5) The flow ρ generated by a left-invariant vector field X is given via right

multiplication by exp(tX).

Proof. We prove the first three items and leave the last two as homework. First of all,

(1) follows from an application of Theorem 3.1 to the vector field X defined on G × g by

X(g,X) = (Xg, 0), since Note that ρX((g,X), ·) = (ρX(g, ·), X). To prove (2), let ρt denote

the flow generated by tX. To prove the first part of the claim, we need to show that

ρt(e, 1) = ρ1(e, t). In this regard, fix t ∈ R and let γ : R→ G be defined by γ(s) = ρ1(e, st).

Then

γ′(s) = tXγ(s),

by the chain rule, which shows that γ(s) = ρt(e, s). The second part of the claim follows

immediately from the first part.

To prove (3), let X ∈ T0g ∼= g. Consider the line ` : R → g defined by `(t) = tX. Then

by (2), we have

dexp0X =
d

dt
|t=0exp ◦ ` =

d

dt
|t=0exp(tX) = X.

This proves the first part of the claim. As for the second part, use the Inverse Function

Theorem to find an open neighborhood of 0 ∈ g with the desired property. �

The exponential map is used to prove the following theorem due to Cartan:

Theorem 8.11 (Cartan’s Theorem). A closed subgroup of a Lie group is a Lie subgroup.

Cartan’s Theorem then implies:

Proposition 8.12. An embedded subgroup of a Lie group is closed if and only if it is a Lie

subgroup.

Homework-4
Due 4/10/14

(1) Prove Theorem 7.3.

(2) Prove that the the connection and curvature matrices of an orthogonal and unitary

connection are skew-symmetric and skew-Hermitian, respectively.

(3) Find the Lie algebra of SO(n).

(4) Prove (4) and (5) in Theorem 8.10. (Hint: Use (2) in Theorem 8.10)
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9. March 31–April 4

A good reference for the following discussion is the book [6] by John M. Lee.

Proposition 9.1. Let G be a Lie group and g denote its Lie algebra. Then there exists a

one-to-one correspondence between connected Lie subgroups of G and Lie subalgebras of g.

Proof. Connected Lie subgroups of G define Lie subalgebras of g by Theorem 8.6. To prove

the converse, let h be a Lie subalgebra of g, and define a distribution ∆ on G by ∆g = Lg∗h.

Then ∆ is closed under Lie bracket since [Lg∗X,Lg∗Y ] = Lg∗[X,Y ]. Therefore, it follows

from the Frobenius Theorem (Theorem 4.6) that ∆ is completely integrable, and there

exists a maximal connected integral submanifold H of ∆ through the identity element e in

G. For any h ∈ H, h−1H is also an integral submanifold of ∆ through e. By the maximality

of H, we have h−1H ⊂ H, and hence h−1 ∈ H. Now the same argument also proves that

H is closed under the group operation. Therefore, H is a subgroup of G, and as is easily

verified, the group operation and inversion on H are smooth maps. Finally, the claim that

H is the unique connected Lie subgroup with Lie algebra h follows from Lemma 8.1 and

Proposition 8.2 since any two connected Lie subgroups H and H ′ of G with the same Lie

algebra would agree on an open neighborhood of the identity in H by item (3) in Theorem

8.10. �

Definition. A Lie group covering is a Lie group homomorphism F : H → G that is also a

covering map. Note that F is surjective with discrete kernel. In fact, the converse is also

true (See [6, Proposition 9.30]).

Exercise. The universal cover of a connected Lie group is also a Lie group. To show this,

lift the smooth structure and the group structure by the covering map having fixed an

element in the pre-image of the identity element.

Theorem 9.2 (Corollary 20.16 in [6]). Let H and G be simply connected Lie groups with

isomorphic Lie algebras. Then H and G are isomorphic as Lie groups.

Theorem 9.3 (Ado’s Theorem). Every finite dimensional Lie algebra admits a faithful

finite dimensional representation.

Theorem 9.4. There exists a one-to-one correspondence between isomorphism classes of

finite dimensional Lie algebras and isomorphism classes of simply connected Lie groups.

Proof. Given a finite dimensional Lie algebra g, Ado’s Theorem (Theorem 9.3) implies that

g is isomorphic to a Lie subalgebra of gl(n,R) with the commutator bracket. Then it follows

from Proposition 9.1 that there exists a unique connected Lie subgroup G of GL(n,R) with

Lie algebra isomorphic to g. The universal cover G̃ of G is a simply connected Lie group with

Lie algebra isomorphic to g. Hence, by Theorem 9.2, G̃ is the unique, up to isomorphism,

Lie group with Lie algebra isomorphic to g. �
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Theorem 9.5 (Theorem 20.21 in [6]). Given a finite dimensional Lie algebra g,

isomorphism classes of Lie groups whose Lie algebras are isomorphic to g are in one-to-one

correspondence with G/Γ where G is the simply connected Lie group with Lie algebra g, and

Γ is a discrete central subgroup of G.

Maurer–Cartan Form

Definition. Let G be a Lie group and g denote its Lie algebra. Then the adjoint

representation of G by TeG ∼= g is

Ad : G→ GL(g)

defined by Ad(g) := dψge : TeG→ TeG. Note that since ψg = Lg◦Rg−1 , dψge = Lg∗◦Rg−1∗.

The adjoint representation of g is

ad : g→ gl(g)

defined by ad(Xe) := d(Ad)e(Xe).

Example 12. If G is a Lie subgroup of GL(n,R) or GL(n,C), then

Ad(g)(B) =
d

dt
|t=0ge

tBg−1 = gBg−1,

for any g ∈ G and B ∈ g, and

ad(A)(B)
d

dt
|t=0AdetAB = [A,B],

for any A,B ∈ g.

Definition. Let G be a Lie group and g denote its Lie algebra. A 1-form ω on G is called

left-invariant if for any g ∈ G, Lg
∗ω = ω. The Maurer–Cartan form on G is the canonical

left invariant 1-form with values in TeG ∼= g defined by

ωg(v) := Lg−1∗v,

for any v ∈ TgG. It follows from the definition that if X is a left invariant vector field on

G, i.e. Xg = Lg∗Xe, then

ωg(Xg) = Lg−1∗Xg = Xe,

for all g ∈ G. Moreover,

(1) we : TeG→ TeG is the identity map,

(2) Rg
∗ωg = Ad(g−1)ωe for any g ∈ G.

The above properties uniquely characterize the Maurer–Cartan form.

Now, let X,Y be left-invariant vector fields on G, then by Corollary 4.2 we have

dω(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ]) = −ω([X,Y ]).
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Meanwhile, ω([X,Y ]) = [ω(X), ω(Y )] since

ωg([X,Y ](g)) = ωg(Lg∗[X,Y ](e))

= (Lg
∗ωg)([X,Y ](e))

= ωe([X,Y ](e))

= [Xe, Ye]

= [ωg(Xg), ωg(Yg)].

Hence

(dω +
1

2
[ω, ω])(X,Y ) = 0,

where [ω, ω](X,Y ) := [ω(X), ω(Y )]−[ω(Y ), ω(X)]. In fact, the above equation holds for any

pair of smooth vector fields X,Y ∈ X(G). Hence, we obtain the Maurer–Cartan equation:

dω +
1

2
[ω, ω] = 0.

Let X1, . . . , Xn be a basis for g ∼= TeG, and θ1, . . . , θn be the dual basis of left-invariant

1-forms. Then

[Xj , Xk] =
n∑
i=1

cijkXi,

where cijk are called the structure constants, and with

dθi(Xj , Xk) = −θi(Xj , Xk) = −cijk

the Maurer–Cartan equation reads:

dθi +
1

2

∑
j,k

cij,kθ
j ∧ θk = 0

cijk + cikj = 0.

The latter are called the structure equations for the Lie algebra g. By exterior differentiating

the top equation, we find that the structure constants satisfy the Jacobi identity:

n∑
j=1

(cisjc
s
k` + ciskc

s
`j + cis`c

s
jk) = 0.

As we will see soon, the Maurer–Cartan form is the connection 1-form for the canonical

principal connection on G regarded as the trivial principal G-bundle over a point.

Principal Bundles

A good reference for this subject is [5] by Dale Husemoller.

Definition. Let G be a Lie group and M be a smooth manifold. A principal G-bundle

over M is a smooth manifold P with a smooth and free right G-action such that P/G

is diffeomorphic to M , and a projection map π : P → M such that every point p ∈ M
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admits an open neighborhood U and a diffeomorphism ΦU : π−1(U)→ U×G, called a local

trivialization, with the property that the following diagram commutes:

π−1(U)
ΦU //

π

��

U ×G

π1
��

U
idU // U

where π1 is the projection onto the first factor.

Example 13. The product principal G-bundle is

π1 : M ×G→M

where π1 is the projection onto the first factor. Here the right G action on M×G is defined

in the obvious way: (x, g) · h := (x, gh) for any x ∈M and g, h ∈ G.

Definition. A principal G-bundle π : P → M is said to be trivial if there exists a

G-equivariant diffeomorphism φ : P →M×G, called a trivialization, such that the following

diagram commutes:

P
φ
//

π
��

M ×G
π1
��

M
idM // M

A homomorphism of principal bundles from a principal G-bundle π′ : P ′ → N to a principal

G-bundle π : P → M is a smooth G-equivariant map F̃ : P ′ → P lifting a smooth map

F : N →M in the sense that the following diagram commutes:

P ′
F̃ //

π′

��

P

π
��

N
F // M

An isomorphism of principal bundles between principal G-bundles π′ : P ′ → M and π :

P → M is a G-equivariant diffeomorphism φ : P ′ → P such that the following diagram

commutes:

P ′
φ
//

π′

��

P

π
��

M
idM // M

Remark. Any homomorphism of principal G-bundles over the same base manifold lifting

the identity map on the base is an isomorphism of principal G-bundles.

A smooth section of a principal G-bundle π : P → M is a smooth map s : M → P

such that π ◦ s = idM . Unlike the case of vector bundles, existence of a smooth section is

sufficient to say that a principal G-bundle is trivial.
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Proposition 9.6. A principal G-bundle π : P → M is trivial if and only if it admits a

smooth section.

Proof. If π : P → M is a trivial principal G-bundle, then there exists a G-equivariant

diffeomorphism φ : P → M × G as in the above definition. Therefore, it suffices to find a

section s of π1 : M ×G → M . A section can be defined by s(x) := (x, e). Composing the

latter with φ−1 gives a smooth section of π : P →M . Conversely, if there exists a smooth

section s of π : P →M , we can define a smooth map φ : P →M×G by φ(s(x) ·g) = (x, g).

It is easy to check that this is a principal bundle isomorphism between π : P →M and the

product principal G-bundle. �

Given a principal G-bundle π : P → M , one can find a cover of M by G-equivariant

local trivializations. To see this, start by taking a cover of M by local trivializations and

fix a smooth section of each local trivialization. Then define a cover of M by G-equivariant

local trivializations defined by these sections as in the proof of Proposition 9.6.

Note that a G-equivariant local trivialization (U,ΦU ) has the form ΦU (p) = (π(p), gU (p))

where gU : π−1(U)→ G is a smooth G-equivariant map. If (Uα,Φα) and (Uβ,Φβ) are two

G-equivariant local trivializations with Uα ∩ Uβ 6= ∅, then

Φα ◦ Φ−1
β : Uα ∩ Uβ ×G→ Uα ∩ Uβ ×G

has the form Φα◦Φ−1
β (x, g) = (x, gαβ(p)·g) where p = Φ−1

β (x, g) and gαβ(p) = gα(p)·g−1
β (p).

The G-equivariant condition proves

gαβ(p · g) = gα(p · g) · g−1
β (p · g)

= gα(p) · g · g−1 · g−1
β (p)

= gαβ(p),

and hence gαβ reduces to a smooth function gαβ : Uα ∩Uβ → G. Now, if we choose a cover

{(Uα,Φα)} of M by G-equivariant local trivializations, then the functions {gαβ} satisfy the

cocycle conditions:

• gαα(x) = e for any x ∈ Uα,

• gαβ(x) · gβγ(x) · gγα(x) = e for any x ∈ Uα ∩ Uβ ∩ Uγ 6= ∅.

The functions {gαβ} are called the transition functions, and the Lie group becomes the

structure group of the principal bundle. As in the case of vector bundles, a principal

G-bundle can be recovered from the data of its transition functions. In this regard, two

sets of transition functions {gαβ} and {g′αβ} define isomorphic principal G-bundles if and

only if there exist smooth maps {hα : Uα → G} such that

g′αβ = h−1
α · gαβ · hβ.

Exercise. Prove the last claim. To do this, note that an isomorphism of the local

trivialization (Uα,Φα) is uniquely determined by a smooth map hα : Uα → G.
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Similar to vector bundles, we can pull-back principal G-bundles via smooth maps. Let

π : P →M be a principal G-bundle and F : N →M be a smooth map. Then

F ∗P := N ×M P = {(x, p) | F (x) = π(p)}

admits a smooth right G-action defined by (x, p) · g := (x, p · g). This action is free since

the G-action on P is free. Meanwhile, the map F ∗π : F ∗P → N defined by F ∗π(x, p) = x

fits into the following commutative diagram:

F ∗P
π2 //

F ∗π
��

P

π
��

N
F // M

where π2 is the projection onto the second factor. With the preceding understood, it is

easily verified that F ∗π : F ∗P → N is a principal G-bundle.

Definition. Let G be a Lie group and ρ : G → GL(n,R) be a real finite dimensional

representation. Then given a principal G-bundle π : P → M , there exists an associated

smooth real vector bundle of rank n with total space

P ×ρ Rn := P × Rn/(p, v) ' (p · g, ρ(g−1)(v)),

base M , and bundle projection πρ : P×ρRn →M defined by πρ[p, v] := π(p). Moreover, the

transition functions of this vector bundle are the images under ρ of the transition functions

for π : P → M . Similarly, a complex finite dimensional representation leads to a smooth

complex vector bundle.

Suppose H is another Lie group and ρ : G → Aut(H) is a group homomorphism, then

the above recipe produces a principal H-bundle.

Example 14. Let G be a Lie group, g denote its Lie algebra, and π : P → M be a

principal G-bundle. Recall that the adjoint representation Ad : G → GL(g) is defined

by Ad(g) = dψge. We denote the associated smooth vector bundle P ×Ad g by Ad(P ),

called the adjoint bundle. Now consider the homomorphism Ψ : G → Aut(G) defined by

Ψ(g) = ψg. Without ambiguity, we also call the associated principal G-bundle P ×Ψ G the

adjoint bundle.

Definition. Let G be a Lie group and M be a smooth manifold. A gauge transformation

of a principal G-bundle π : P → M is an automorphism of it. In other words, a gauge

transformation is a G-equivariant diffeomorphism u : P → P which fits into the following

commutative diagram:

P
u //

π
��

P

π
��

M
idM // M
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Clearly, gauge transformations form a group G, called the gauge group. Given an element

u ∈ G, there exists a smooth map gu : P → G defined by u(p) = p · gu(p). The fact that u

is G-equivariant implies that

p · gu(p) · g = u(p) · g = u(p · g) = p · g · gu(p · g),

and hence, gu(p · g) = g−1 · gu(p) · g. Therefore, we can regard u as a smooth section of the

adjoint bundle P ×Ψ G.

Theorem 9.7. Let G be a Lie group and P be a principal G-bundle over a smooth manifold

M . Suppose that either P is trivial or that G is Abelian. Then the gauge group is isomorphic

to the group C∞(M,G).

Proof. The case when P is the trivial principal G-bundle, i.e. P ∼= M × G, follows from

the observation that any smooth G-equivariant map from P to itself is determined by

its restriction to M × {e}, and hence is induced by a smooth map from M to G. To

be more explicit, a gauge transformation u of M × G is determined by a smooth map

φu : M → G such that gu : M × G → G is given by gu(x, g) = g−1 · φu(x) · g, and

u(x, g) = (x, g·gu(x, g)) = (x, φu(x)·g). As for the case when G is Abelian, the result follows

from the observation that any smooth map gu : P → G satisfying gu(p · g) = g−1 · gu(p) · g
is invariant under the right G-action on P . �

10. April 7–April 11

Connections on Principal Bundles

Definition. Let G be a Lie group of dimension n, M be a smooth manifold of dimension

m, and π : P →M be a principal G-bundle. Denote by V the real vector bundle of rank n

that is the kernel of dπ : TP → TM . The fibers of V are tangent spaces to the fibers of P .

A principal Ehresmann connection on P is a subbundle H of TP such that TP = H ⊕ V
and Rg∗Hp = Hp·g for g ∈ G and p ∈ P , i.e. H is G-invariant.

Denote by g the Lie algebra of G, i.e. TeG. For any p ∈ P consider the smooth

G-equivariant map ip : G → P defined by ip(g) = p · g. Then ip∗ : g → Vp ⊂ TpP is an

isomorphism since G acts freely on P . We can describe Hp as the kernel of a linear surjective

map ωp : TP → g that is the composition of the projection map from TpP = Hp⊕Vp to Vp

and ip
−1
∗ : Vp → g. Because H is a smooth vector bundle over P , it is then described by a

1-form ω on P with values in g. This 1-form satisfies

(1) ωp(ip∗Xe) = Xe for any p ∈ P and Xe ∈ g,

(2) Rg
∗ωp·g = Ad(g−1)ωp for any p ∈ P and g ∈ G.
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Having written any v ∈ TpP uniquely as v = vh + ip∗Xe where vh ∈ Hp and Xe ∈ g, the

first property follows immediately from the definition. As for the second property:

Rg
∗ωp·g(v) = ωp·g(Rg∗(v

h + ip∗Xe)) = ωp·g(Rg∗ip∗Xe) = ωp·g(ip·g∗(Ad(g−1)Xe)

= Ad(g−1)Xe = Ad(g−1)ωp(ip∗Xe) = Ad(g−1)ωp(v),

since Rg ◦ ip(h) = ip·g(g
−1hg). These properties imply that ip

∗ω is the Maurer–Cartan form

on G for any p ∈ P .

Notation. Given a Lie group G with Lie algebra g, and a smooth manifold M , we shall

denote the space of k-forms on a principal G-bundle π : P → M by Ωk(P ; g). To be more

specific, these are smooth sections of the vector bundle Λk(P )⊗ g.

Conversely, a Lie algebra valued 1-form ω ∈ Ω1(P ; g) satisfying the above properties

defines a principal Ehresmann connection on P by its kernel. To see this, note that the

kernel of A is a subbundle H ⊂ TP of rank m, and for any vh ∈ Hp, ωp·g(Rg∗v
h) =

Ad(g−1)ωp(v
h) = 0 by the second property above. Hence, H is G-invariant. A 1-form

ω ∈ Ω1(P ; g) with the above properties is called a connection form on P .

Let (Uα,Φα) be a G-equivariant local trivialization of P such that Φα(p) = (π(p), gα(p))

where gα : π−1(Uα) → G is G-equivariant, and sα : Uα → π−1(Uα) be the local section

canonically associated to this trivialization, i.e. Φα(sα(x)) = (x, e). Then Aα := sα
∗ω ∈

Ω1(Uα; g) satisfies

ω|π−1(Uα) = Ad(g−1
α )π∗Aα + gα

∗ωMC .

To see this, first note that since for any p ∈ π−1Uα we have gα ◦ ip = Lgα(p), the first

property above is satisfied by the right-hand side of the equation:

Ad(gα(p)−1)(π∗Aα)p(ip∗Xe) + (gα
∗ωMC)p(ip∗Xe) = Ad(gα(p)−1)(Aα)π(p)(π∗(ip∗Xe))

+ωMC
gα(p)(gα∗(ip∗Xe))

= ωMC
gα(p)(Xgα(p))

= Xe.

As for the second property above, note that sα◦π◦Rg = sα◦π, and since gα is G-equivariant

we have Ad((gα ◦ Rg)−1) = Ad(g−1) ◦ Ad(g−1
α ) and Rg

∗gα
∗ωMC = gα

∗Rg
∗ωMC =

Ad(g−1)gα
∗ωMC . Therefore, it suffices to prove the above equality at p ∈ π−1(Uα)

where p = sα(x) for some x ∈ Uα. In this regard, any v ∈ TpP is uniquely written as

v = (sα ◦ π)∗(v) + ip∗Xe. Having said that, since gα ◦ sα = e

Ad(gα(p)−1)(π∗Aα)p(v) + (gα
∗ωMC)p(v) = (π∗s∗αω)p(v) + ωMC

e (gα∗(v))

= ωp((sα ◦ π)∗(v)) + ωMC
e (gα∗ip∗Xe)

= ωp((sα ◦ π)∗(v)) + ωp(ip∗(gα∗ip∗Xe)

= ωp((sα ◦ π)∗(v)) + ωp(ip∗Xe) = ωp(v)
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If (Uβ,Φβ) is another G-equivariant local trivialization of P such that Uα∩Uβ 6= ∅, Φβ(p) =

(π(p), gβ(p)) where gβ : π−1(Uβ)→ G is G-equivariant, and sβ : Uα → π−1(Uβ) is the local

section canonically associated to this trivialization, then gα ◦ sβ = gαβ and

Aβ = sβ
∗ω = sβ

∗ω|π−1(Uα)

= sβ
∗(Ad(g−1

α )π∗Aα + gα
∗ωMC

)
= Ad(g−1

αβ )Aα + gαβ
∗ωMC .

Conversely, given a cover {Uα} of M by G-equivariant local trivializations {(Uα,Φα)} of P ,

a collection {Aα ∈ Ω1(Uα; g)} obeying the above transformation rule defines a connection

1-form ω ∈ Ω1(P ; g).

Exercise. Let P be a smooth manifold, G be a Lie group, and g : P → G be a smooth

map. Note that g∗ωMC
p = Lg(p)∗ ◦ dgp. Next, let G be the Lie group GL(n,R). Show that

g∗ωMC = g−1dg, and the connection form of a principal connection on a principal G-bundle

transform according to the rule:

Aβ = gβαAαg
−1
βα + gβαdg

−1
βα .

Existence of principal connections on principal G-bundles is proved in a similar fashion

to the existence of connections on a vector bundle using a partition of unity and patching

pull-backs of Maurer–Cartan forms over G-equivariant local trivializations. Given a pair of

connection forms ω0 and ω1 on a principal G-bundle π : P → M with G-equivariant local

trivializations {(Uα,Φα)}, if (Uα,Φα) has canonically associated section sα : Uα → π−1(Uα),

then

(ω1 − ω0)|π−1(Uα) = Ad(g−1
α )π∗(A1α −A0α),

where A0α = sα
∗ω0 and A1α = sα

∗ω1. Moreover

A1β −A0β = Ad(g−1
αβ )(A1α −A0α).

Hence, the collection {A1α−A0α} defines a 1-form on M with values in Ad(P ). Conversely,

having fixed a principal connection on P , any 1-form on M with values in Ad(P ) can be used

to define a new principal connection. Therefore, the space A(P ) of principal connections

on P is an affine space modeled on Ω1(M ;Ad(P )).

The gauge group acts on the space of principal connections as follows: let ω be a

connection form on P and u ∈ G be a gauge transformation such that u(p) = p · gu(p)

for some smooth map gu : P → G. The action of u on ω is defined as follows:

u · ω = (u−1)∗ω.

Given a G-equivariant local trivialization (Uα,Φα = (π, gα)) of P with canonically

associated section sα : Uα → π−1(Uα), we have

ω|π−1(Uα) = Ad(g−1
α )π∗Aα + gα

∗ωMC ,
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where Aα = sα
∗ω as before. Then

(u−1)∗ω|π−1(Uα) = Ad((gα ◦ u−1)−1)(u−1)∗π∗Aα + (u−1)∗gα
∗ωMC

= Ad((gα ◦ u−1)−1)(π ◦ u−1)∗Aα + (gα ◦ u−1)∗ωMC

= Ad((gα ◦ u−1)−1)π∗Aα + ((φ−1
α ◦ π) · gα)∗ωMC

= Ad(((φ−1
α ◦ π) · gα)−1)π∗Aα + gα

∗ωMC −Ad(g−1
α · (φ−1

α ◦ π)−1)(φα ◦ π)∗ωMC

= Ad(g−1
α · (φα ◦ π))(π∗Aα − (φα ◦ π)∗ωMC) + gα

∗ωMC ,

where Φα ◦ u ◦Φ−1
α (x, g) = (x, φα(x) · g). Consequently, on any local trivialization (Uα,Φα)

where ω is represented by Aα ∈ Ω1(Uα, g),

u ·Aα = Ad(φα)(Aα − φ∗αωMC).

Example 15. The Lie algebra of U(1) is identified with iR. The adjoint representation of

U(1)

Ad : U(1)→ GL(iR)

is given by Ad(eiθ) = 1. Therefore, if π : P → M is a principal U(1)-bundle, then

Ad(P ) = M × iR, and principal connections on P are in one-to-one correspondence with

Ω1(M ; iR). Meanwhile, since U(1) is Abelian, the gauge group of P is C∞(M,U(1)), and

the action of C∞(M,U(1)) on A(P ) is given by

u ·A = A− u−1du.

Definition. Let π : P →M be a principal G-bundle with Lie algebra g, and ω ∈ Ω1(P, g)

be a connection form. Then the curvature form of the connection defined by the kernel of

ω is given by

Fω := dω +
1

2
[ω, ω].

and Fω ∈ Ω2(P, g).

Before we proceed, note that any Z ∈ TpP can be written as Z = Zh + Zv where

Zh ∈ Hp = ker(ωp) and Zv ∈ Vp. Then Fω satisfies:

(1) Rg
∗Fω = Ad(g−1)Fω for any g ∈ G,

(2) Fω(Z1, Z2) = −ω([Zh1 , Z
h
2 ]) for any Z1, Z2 ∈ P .

We see the first property as follows:

Rg
∗Fω = Rg

∗(dω +
1

2
[ω, ω])

= dRg
∗ω +

1

2
[Rg
∗ω,Rg

∗ω]

= dAd(g−1)ω +
1

2
[Ad(g−1)ω,Ad(g−1)ω]

= Ad(g−1)(dω +
1

2
[ω, ω])

= Ad(g−1)Fω.
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To see the second property, note that Fω(Zv1 , Z
v
2 ) = 0 since the restriction of ω to any fiber

is the Maurer–Cartan form ωMC , and dωMC + 1
2 [ωMC , ωMC ] = 0. Therefore,

Fω(Z1, Z2) = Fω(Zh1 , Z
h
2 ) + Fω(Zh1 , Z

v
2 ) + Fω(Zv1 , Z

h
2 )

= dω(Zh1 , Z
h
2 ) + dω(Zh1 , Z

v
2 ) + dω(Zv1 , Z

h
2 ).

Now by Corollary 4.2,

dω(Zh1 , Z
h
2 ) = −ω([Zh1 , Z

h
2 ])

dω(Zh1 , Z
v
2 ) = −ω([Zh1 , Z

v
2 ]) = 0

dω(Zv1 , Z
h
2 ) = −ω([Zh1 , Z

v
2 ]) = 0,

where the last two are due to the fact that the Lie bracket of a horizontal vector field and

a vertical vector field is zero (Exercise). As a result, the curvature form detects whether

the horizontal distribution defining the principal connection is integrable.

Theorem 10.1 (Bianchi identity). The curvature form Fω satisfies

dFω = [Fω, ω].

Proof. Simply take the exterior derivative of the curvature form:

dFω = d(dω +
1

2
[ω, ω])

=
1

2
([dω, ω]− [ω, dω])

= [dω, ω]

= [Fω −
1

2
[ω, ω], ω]

= [Fω, ω],

since 1
2 [[ω, ω], ω] = 0 by the Jacobi identity via 1

2 [[ω, ω], ω](Z1, Z2, Z3) =

[[ω(Z1), ω(Z2)], ω(Z3)] + [[ω(Z2), ω(Z3)], ω(Z1)] + [[ω(Z3), ω(Z1)], ω(Z2)]. �

Next, let {(Uα,Φα)} be a cover of M by G-equivariant local trivializations of P with

canonical local sections sα : Uα → π−1(Uα). Define, as before, Aα = sα
∗ω, and FAα :=

sα
∗Fω. Then,

FAα = dAα +
1

2
[Aα, Aα],

and it follows from the transformation rule for Aα, together with the Maurer–Cartan

equation, that

FAβ = Ad(g−1
αβ )FAα .

Hence, {FAα} defines a 1-form on M with values in Ad(P ), i.e. FA ∈ Ω1(M ;Ad(P )).

Definition. Let π : P →M be a principal G-bundle with Lie algebra g, and ω ∈ Ω1(P ; g)

be a connection form. The connection defined by the kernel of ω is called flat if Fω = 0.
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Definition. Let π : P → M be a principal G-bundle with Lie algebra g, ω ∈ Ω1(P, g) be

a connection form, and H := ker(ω). Fix x, x0 ∈ M . Suppose γ : [0, 1] → M is a smooth

parametrized curve from x0 to x in M . Denote by Zγ the tangent vector field to this curve.

We can lift Zγ to a unique horizontal vector field Zh on γ∗P , i.e. Zhp ∈ Hp for any p ∈ γ∗P .

Having fixed a point p ∈ γ∗P , we can parallel transport along γ by integrating the vector

field Zh to get a smooth horizontal parametrized curve γ̃ in P starting from the point p.

Since H is G-invariant, this results in a G-equivariant diffeomorphism

hγ : π−1(x0)→ π−1(x).

defined by hγ(p · g) = γ̃(1) · g. In particular, if x = x0, then parallel transport yields a

G-equivariant diffeomorphism

hγ : π−1(x0)→ π−1(x0),

called the holonomy of ω around γ. The holonomy group of ω at p is defined as

Holp(ω) := {h ∈ G | hγ(p) = p · h for some γ}.

Note that the latter is a subgroup of G and Holp·g(ω) = g−1Holp(ω)g. Denote by Hol◦p(ω)

the subgroup of Holp(ω) consisting of holonomies around contractible loops based at x0. It

is easy to see that the latter is a normal subgroup of Holp(ω). Therefore, we have a group

homomorphism:

h : π1(M,x0)→ Holp(ω)/Hol◦p(ω).

Moreover, Hol◦p(ω) is path-connected as a subspace of G. Note that hol := {Xe | Xe =
d
dt |t=0x(t) wherex : [0, 1] → Hol◦p(ω) withx(0) = e} is a vector subspace. Moreover,

hol is a subalgebra of g since for any Xe, Ye ∈ hol with corresponding paths x(t), y(t) in

Hol◦p(ω) we have [Xe, Ye] = d
dt |t=0x(

√
t)y(
√
t)x(
√
t)−1y(

√
t)−1. Now, by Theorem 9.1, the

Lie subalgebra hol corresponds to a connected Lie subgroup H of G. Meanwhile, it follows

from Theorem 8.10 that H and Hol◦p(ω) agree on an open neighborhood of the identity, and

hence, H ⊂ Hol◦p(ω). On the other hand, Hol◦p(ω) ⊂ H since for any path x(t) ⊂ Hol◦p(ω)

and t0 ∈ [0, 1], d
dt |t=t0x(t) ∈ Lx(t0)∗hol. Therefore, Hol◦p(ω) is a Lie subgroup of G. The

proof that Holp(ω) is a Lie subgroup of G then follows from the fact that Hol◦p(ω) is a Lie

subgroup of G and Holp(ω) is a union of disjoint cosets of Hol◦p(ω). In fact, Hol◦p(ω) is the

identity component of Holp(ω).

Theorem 10.2 (Ambrose–Singer [1]). Let π : P → M be a principal G-bundle with Lie

algebra g, and ω ∈ Ω1(P ; g) be a connection form. Then the Lie algebra of Hol◦p(ω) is

generated by Fωp(Z1, Z2) for any Z1, Z2 ∈ TpP .

Theorem 10.2 implies that if ω is a connection form with Fω = 0, then we have a group

homomorphism, called the holonomy representation:

h : π1(M,x0)→ Holp(ω) ⊂ G.
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Homework-5
Due 4/28/14

(1) Recall the complex vector bundle from Example 9: π : CP2 r {(0 : 0 : 1)} → CP1

defined by π(x : y : z) = (x : y). Another way to describe the dual/conjugate of this

vector bundle geometrically is as follows. Consider all complex lines through the

origin in C2. These are parametrized by points in CP1. Then consider the complex

line bundle with total space the set

O(−1) := {((x : y), (λx, λy)) ∈ CP1 × C2 | λ ∈ C}.

The projection map π : O(−1) → CP1 is defined by π((x : y), (λx, λy)) = (x : y).

The latter is also called the tautological line bundle over the complex projective

line. There is a natural complex vector bundle isomorphism between the two

descriptions:F : O(−1) → CP
2 r {(0 : 0 : 1)} defined by F ((x : y), (a, b)) :=

(x : y : āx + b̄y) lifts the identity map on CP1. The standard Hermitian inner

product on C2 is used to define a Hermitian metric on O(−1). With this metric,

consider in each fiber the subset of unit length vectors. Show that the resulting

space is diffeomorphic to S3, and the restriction of the bundle projection

to this subset is a principal U(1)-bundle. The latter is nothing but the Hopf

fibration from S3 to S2. When blow-up a point in C2, one replaces the point with

the total space of the tautological bundle. With the above understood, one can think

of this operation in the case of smooth oriented 4-manifolds as taking connected sum

with the oriented 4-manifold CP
2
.

(2) Let π : P → M be a principal G-bundle, and ρ : G → GL(V ) be a smooth finite

dimensional representation where V is either a real or complex vector space of

dimension n. Denote by E the associated vector bundle P ×ρ V . Then a principal

connection H on P defines a linear connection Hρ on E as follows: given v ∈ V
let iv : P → E be defined by iv(p) := [p, v]. Then Hρ

[p,v] = iv∗Hp. First show

that the principal connection is well-defined, i.e. it does not depend on

a representative of the equivalence class [p, v].

Next, let x ∈ M and (Uα,Φα = (π, gα)) be a G-equivariant local trivialization

of P with canonical section sα. Let H = ker(ω), and sα
∗ω = Aα ∈ Ω1(Uα, g).

Show that Hsα(x) = {(Φα)−1
∗ (w,−Aαx(w)) | w ∈ TxM}, and that Hρ

[p,v] =

{(Φρ
α)−1
∗ (w,−ρ∗(Aαx(w))v) | w ∈ TxM} where Φρ

α[p, v] = (π(p), ρ(gα(p))v).

Finally, verify that the latter implies

(∇ρZs)(x) = dsx(Zx) + ρ∗(Aαx(Zx))s(x),

where Z ∈ X(Uα) and s ∈ C∞(Uα;V ), defines the covariant derivative

corresponding to the linear connection Hρ.
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