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In this paper a novel approach is developed for relative navigation and attitude esti-
mation of spacecraft flying in formation. The approach uses information from an optical
sensor, which employs relatively simple electronic circuits with modest digital signal pro-
cessing requirements, to provide multiple line-of-sight vectors from spacecraft to another.
The sensor mechanism is well suited for both near-Earth and deep space applications since
it is fully independent of any external systems. The line-of-sight measurements are coupled
with gyro measurements and dynamical models in an extended Kalman filter to determine
relative attitude, position and gyro biases. The quaternion is used to describe the relative
kinematics and general relative orbital equations are used to describe the positional dy-
namics. Simulation results indicate that the combined sensor/estimator approach provides
accurate relative position and attitude estimates.

I. Introduction

Spacecraft formation flying is an important technology, but not a new concept anymore." 2 Since the early
days of the space program several formation flying applications, such as rendezvous and docking maneuvers,
have been accomplished in practice. Modern day spacecraft formation flying applications include long base-
line interferometry, stereographic imaging, synthetic apertures, and distinguishing spatial from temporal
magnetospheric variations. Many missions, in particular interferometry missions, rely on precise relative po-
sition and attitude knowledge in order to maintain mission requirements. To date most research studies into
determining relative positions and attitudes between vehicles have involved using the Global Positioning Sys-
tem (GPS),? which restricts the spacecraft formation to near-Earth applications. An application of GPS-like
technology to a deep space mission has been proposed,* but this requires extensive hardware development
and is subject to the generic GPS performance-limiting effects, including multipath, geometric dilution of
precision, integer ambiguity resolution and cycle slip. The main objective of this paper is to provide a novel,
reliable and autonomous relative navigation and attitude determination system, employing relatively simple
electronic circuits with modest digital signal processing requirements, and being fully independent of any
external systems.

The sensor measurements using in this paper are based on a vision-based navigation (VISNAV) system
which comprises an optical sensor of a new kind combined with specific light sources (beacons) in order
to achieve a selective or “intelligent” vision. The sensor is made up of a Position Sensing Diode (PSD)
placed in the focal plane of a wide angle lens. When the rectangular silicon area of the PSD is illuminated
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by energy from a beacon focused by the lens, it generates electrical currents in four directions that can
be processed with appropriate electronic equipment to estimate the energy centroid of the image. While
the individual currents depend on the intensity of the light, their imbalances are weakly dependent on the
intensity and are almost linearly proportional to the location of the centroid of the energy incident on the
PSD. The idea behind the concept of intelligent vision is that the PSD can be used to see only specific
light sources, accomplished by frequency domain modulation of the target lights and some relatively simple
analog signal processing (demodulation). The light is produced by LEDs (beacons) modulated at an arbitrary
known frequency while the currents generated are driven through an active filter set on the same frequency.
Calculating the current imbalances then yields two analog signals directly related to the coordinates locating
the centroid of that beacon’s energy distribution on the PSD, in a quasi-linear fashion, and therefore to the
incident direction of this light on the wide-angle lens (which gives a line-of-sight vector). Benefits of this
configuration include: 1) very small sensor size, 2) very wide sensor field-of-view (FOV), 3) no complex/time
consuming charge-coupling-device signal processing or pattern recognition required, 4) excellent rejection of
ambient light interference under a wide variety of operating conditions, and 5) relatively simple electronic
circuits with modest digital signal processing micro-computer requirements. These benefits clearly make the
VISNAV system a viable sensor for relative navigation and attitude determination of spacecraft in formation.’
A more detailed description of the VISNAV system can be found in Ref. 6.

This paper presents an extended Kalman filter (EKF) formulation to estimate the relative attitude and
position of two spacecraft using the VISNAV sensor approach coupled with gyro measurements from each
spacecraft. The attitude kinematics are based on the quaternion. Three different formulations are presented.
The first estimates the relative attitude and individual gyro biases for the chief and deputy spacecraft. The
second estimates the relative attitude, and the relative rate bias and the deputy gyro bias. The third
estimates the relative attitude, and the relative rate bias and the chief gyro bias. The analysis of relative
position motion of spacecraft also have been a key issue for planning formation flying and orbital rendezvous
missions. In the early 1960’s, Clohessy and Wiltshire (CW) formulated a set of simple linear relative equations
of motion, derived by assuming small deviations from a circular reference orbit with no perturbations.” 8
Others have generalized the CW equations for eccentric reference orbits,” and to include perturbations and
higher-order nonlinear effects.!® Another interesting approach formulates the relative motion in spherical
coordinates in order to derive second-order expressions.!! In this paper the nonlinear relative equations of
motions are used in cartesian components with no external disturbances.!? Other formulations that include
disturbances can be easily derived if necessary.

The organization of this paper proceeds as follows. First, an overview of the relative coordinates systems
and positional equations of motion is given. Then, the basic equations for the VISNAV system and gyro
models are shown. Next, a review of the quaternion kinematics is provided, followed by a derivation of the
relative attitude motion equations. Next, an EKF is derived for attitude estimation only, which assumes
that the relative positions are known. Then, the relative position equations are appended to the state vector
in order to perform full attitude and position estimation. Finally, simulation results are presented.

II. Overview

In this section an overview of the frames used to describe the relative position and attitude equations of
motion is shown. The measurements equations for the VISNAV sensor, which provides line-of-sight (LOS)
vectors from one spacecraft to another, are then derived. Also, standard gyro measurement equations are
shown, which will be used for relative attitude estimation.

A. Relative Orbital Motion Equations

The spacecraft about which all other spacecraft are orbiting is referred to as the chief. The remaining
spacecraft are referred to as the deputies. The relative orbit position vector, p, is expressed in components
by p =[x y z]T. A complete derivation of the relative equations of motion for eccentric orbits can be found
in Ref. 12. If the relative orbit coordinates are small compared to the chief orbit radius, then the equations
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Figure 1. General Type of Spacecraft Formation with Relative Motion

of motion are given by

= Wy (1b)

i—x6? (l—i—QE)—?é(y—yE):ww (1a)
p Te

é+zé2E:wz (1c)
p

where p is semilatus rectum of the chief, r. is the chief orbit radius and  is true anomaly rate of the chief.
Also, wy, wy and w, are acceleration disturbances which are modelled as zero-mean Gaussian white-noise
processes. The true anomaly acceleration and chief orbit-radius acceleration are given by

. o
=-2-< 2
0 TCG (2a)
nnWO%> (2b)

If the chief satellite orbit is assumed to be circular so that 7. = 0 and p = r, then the relative equations of
motion reduce to the simple form known as the CW equations (with disturbances added here):

F—2ny—3n’r =w, (3a)
J+2nt = wy (3b)
s4n’z =w, (3¢)

where n = 0 is the mean motion.

B. Vision Based Navigation System and Gyro Model

Photogrammetry is the technique of measuring objects (2D or 3D) from photographic images or LOS mea-
surements. Photogrammetry can generally be divided into two categories: far range photogrammetry with
camera distance settings to infinity (commonly used in star cameras'®), and close range photogrammetry
with camera distance settings to finite values. In general close range photogrammetry can be used to de-
termine both the position and attitude of an object, while far range photogrammetry can only be used to
determine attitude. The VISNAV system comprises an optical sensor of a new kind combined with specific
light sources (beacons), which can be used for close range photogrammetry-type applications. The relation-
ship between the position/attitude and the observations used in photogrammetry involves a set of colinearity
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Figure 2. Vision Based Navigation System

equations, which are reviewed in this section. Figure 2 shows a schematic of the typical quantities involved
in basic photogrammetry from LOS measurements, derived from light beacons in this case. It is assumed
that the location of the sensor focal plane is known within the deputy spacecraft coordinate system, which
is usually obtained through calibration. Also, without loss in generality, we assume that the chief spacecraft
frame coincides with the frame describe in Figure 1. If we choose the z-axis of the sensor coordinate system
to be directed outward along the boresight, then given object space and image space coordinate frames (see
Figure 2), the ideal object to image space projective transformation (noiseless) can be written as follows:'*

A11 Xi—x)+ A —y) + Ais(Z; —

o ) ( ) ( z)

v A31(Xi x) 4+ Ao (Y —y) + As3(Z; — 2)’ i=1,2..., N (4a)
_An(Xi—m) 4 A (Vi —y) + Ass(Zi — 2) _

Vi = fASl( _$)+A32(}/;_y)+A33(Zi_Z)’ t=1,2,...,N (4b)

where N is the total number of observations, (y;,7;) are the image space observations for the it" LOS,
(X;,Y;, Z;) are the known object space locations of the i beacon, (z,v,z) are the unknown object space
location of the sensor modelled by Eq. (1), f is the known focal length, and A, are the unknown coefficients
of the attitude matrix, A, associated to the orientation from the object plane (chief) to the image plane
(deputy). The goal of the inverse problem is given observations (x;,7;) and object space locations (X;,Y;, Z;),
fori=1,2,...,N, determine the attitude (A) and position (z,y, z).

The observation can be reconstructed in unit vector form as

bi:AI‘i, i:172,...,N (5)
where
—Xi
1
g /f2 ¥ X2 + 72 —i (63.)
7 T f
1 X,’ — X
r, = Y — 6b
VE =P+ iy + Zi-2 |, o

When measurement noise is present, Shuster'® has shown that nearly all the probability of the errors is
concentrated on a very small area about the direction of Ar;, so the sphere containing that point can be
approximated by a tangent plane, characterized by

Bi = AI‘Z' + v, ’UiTAI‘Z' =0 (7)
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where b; denotes the i*" measurement, and the sensor error v; is approximately Gaussian which satisfies

E{v;} =0 (8a)
E {’UZ"UiT} == 01'2 [ngg - (AI'Z‘)(AI'Z‘)T] (8b)

and E { } denotes expectation and I3x3 denotes a 3 x 3 identity matrix. Equation (8b) makes the small FOV
assumption of Ref. [15]; however, for a large FOV lens with significant radial distortion, this covariance model
should be modified appropriately.l® The advantage of using the model in Eq. (8) is that the measurement
covariance in the EKF formulation can effectively be replaced by a nonsingular matrix given by 02133 (see
Ref. 17 for more details). Hence, the measurement covariance matrix used in the EKF from all available
LOS vectors is given by

Ry =diag |07 o2 ... 0%|©I3x3 (9)
where “diag” denotes a diagonal matrix and ® denotes the Kronecker tensor product.

A common sensor that measures the angular rate is a rate-integrating gyro. For this sensor, a widely
used model is given by'®

w=w+pB+n (10a)
B=mn. (10b)

where w is the continuous-time true angular rate, w is the measured rate, 3 is the drift, and n, and n,, are
independent zero-mean Gaussian white-noise processes with

E{nut)nl (1)} = Izx3025(t — 7) (11a)
E{nu(t)n. (1)} = Isxs000(t — 7) (11b)

where §(t — 7) is the Dirac delta function. In this paper we use (Ney, New) and (Ngy, Naw) to denote the
parameters of chief and deputy gyros, respectively. It is important to note that gyros measure with respect
to an inertial frame, not with respect to the frames used to the describe the chief and deputy spacecraft
shown in this section.

ITI. Relative Attitude Kinematics

In this section a brief review of the attitude kinematics equation of motion using the quaternion is shown,
as well as some useful identities. Then, the relative attitude kinematics between two spacecraft are shown,
followed by a closed-form solution of the relative state transition matrix.

A. Quaternion Kinematics

In this section a brief review of the quaternion kinematics is shown. More details are given in Ref. 19. The
quaternion is defined by q = [o” Q4]T, with 0 = [¢1 ¢2 ¢s]” = ésin(¥/2) and g4 = cos(9/2), where &
is the axis of rotation and 9 is the angle of rotation.!® Since a four-dimensional vector is used to describe

three dimensions, the quaternion components cannot be independent of each other. The quaternion satisfies

a single constraint given by ||q|| = 1. The attitude matrix is related to the quaternion by
A(q) = =" (q)¥(q) (12)
with
S(a) = [‘“ISX?’ * lox] (13a)
-0
I3x3 — |ox
U(q) = [q“ sl ]1 (13b)
-0
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where [@x] is a cross product matrix since a X b = [ax]b, with

0 —as as
ax]=|a3 0 —ay (14)
—a al 0

Successive rotations can be accomplished using quaternion multiplication. Here we adopt the convention of
Ref. [20] who multiply the quaternions in the same order as the attitude matrix multiplication: A(q")A(q) =
A(q' ® q). The composition of the quaternions is bilinear, with

qd©q= {‘If(q’) 5 q’} q= [E(q) 5 q] q (15)

Also, the inverse quaternion is given by q7! = [—o” q4]T. Note that q ® q~! = [0 0 0 1]7, which is the

identity quaternion.
The quaternion kinematics equation is given by

where

Some useful identities are given by

E"(q)E(q) = V" (q)¥(q) = I3xs (18a)
E(@E"(q) = ¥(q)¥"(q) = lixa —aq” (18b)
E'(q)q = V" (q)g = 031 (18c)
‘g ®q=Qw)q (18d)
ae || =Tw)a (18e)
¥(q)w = T(w)q (180)
where _
MNw) = [:U:T L;] (19)

It is assumed in Eqgs. (18a) and (18b) that ||q|| = 1. Also, Q(a) and I'(b) commute for any a and b, so that
Q(a)l'(b) =T'(b)S2(a).

B. Relative Kinematics

In this section a review of the relative quaternion kinematics is shown. Also, a solution of the associated
state transition matrix is derived. The relative attitude, denoted by the quaternion q, which is used to map
vectors in the chief frame to vectors in the deputy frame is expressed by

a=qi®q," (20)

where qq and g, are the attitudes of the chief (leader) and deputy (follower) spacecraft, respectively. Equation
(20) is similar to the error quaternion used in Kalman filtering. Following Ref. 20, the relative quaternion
kinematics can be shown to be given by

. [ CX]Q 1 ( d c)
—_ | 4o |WaT W g 21
q l 0 5 0 q (21)
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where w. and w, are the angular velocities of the chief and deputy, respectively. Equation (21) is equivalent

to the kinematics shown in Ref. 21: )

q= EE(q)wdC (22)

where wy, is the relative angular velocity defined by
Wie = wa — A(Q)we (23)

Equation (22) can be simplified by substituting Eq. (12) into Eq. (23) and using the identities in Egs. (16),
(18b), (18c) and (18f), which yields

. 1
q= §®(wd7 wc)q (24)

where O(wg, w.) = N(wy) — T'(w,).

We now show a closed-form solution for the state transition matrix of %@(wd, w¢). As an aside, note
that the eigenvalues of this matrix are given by £ (||wal| + ||we||)j and £(||wal| — ||we|])j. Since the matrices
Q(wq) and T'(w,.) commute, we can write

exp Be(wd, wc)t} = exp BQ(wd)t] exp {;F(wc)t] (25)

The closed-form solution for the matrix exponential of 2Q(wq)t is well documented (see Ref. 22). Applying
a similar derivation to the matrix —1I'(w.)t gives

1 1
exXp |:—§F(wc)t:| = I4><4COS <§||wc|t> - F(wc)

Hence, the discrete-time propagation of the relative quaternion is given by

qk+1 = Q(wdk)f(wck)Qk (27)
with
1
cos (3lhwal| At) s = ] i
Qwa,) = (28a)
o cos (3l 1)
1
cos <2||wck|| At) I3xs — [CkX¥] —Ck
T(we,) = (28b)
i cos (3l
where

. 1
sin (§||wdk| At) wa,

Py = (29a)
lJwa, |
/1
sin Echk || At | we,
Ck = 29b
ool (29)

and At is the sampling interval. Note that the matrices Q(wg, ) and I'(w,, ) also commute.
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IV. Relative Attitude Estimation

In this section the necessary equations for relative attitude estimation between two spacecraft are derived.
The estimator used for this relative estimation is based on the EKF. A review of the EKF equations can
be found in Ref. 23. In this section it is assumed that the relative position is known, and only the attitude
and gyro biases will be estimated. In the next section, relative position estimation will be implemented as
well. Three attitude estimation formulations are presented here. The first estimates the relative attitude and
individual gyro biases for the chief and deputy spacecraft. The second estimates the relative attitude, and
the relative rate bias and the deputy gyro bias. The third estimates the relative attitude, and the relative
rate bias and the chief gyro bias.

A. Chief and Deputy Gyro Bias Case

In this section a formulation to estimate the relative attitude, as well as the chief and deputy gyro biases is
derived. The truth equations are given by

d= yE(@wu (302)

Wae = wq — A(Q)we (30b)

Be = Neu (30¢)

Ba = Nau (30d)

We =@ — Be — New (30e)

wqg = wd — Ba — Ndv (30f)

The estimates are given by

X 1_....

q= §Z(Q)wdc (31a)

e = g — A(Q)@. (31D)

/éc =0 (31c)

/éd =0 (31d)

Ge =@ — B (31e)

Wq =@ — Ba (31f)

Note that the quaternion kinematics involves the attitude matrix. To provide a set of linearized equations
used in the covariance propagation in the EKF, we employ the linearization approach shown in Ref. 20. The
error quaternion and its derivative are given by

bq=q®q " (32a)
L—1
54=9q®q ' +q®q (32b)

The derivative of ! can be derived by taking the derivative of ¢ ® ¢~ = [0 0 0 1]7, which leads to

‘”gC] (33)

Substituting Egs. (30a) and (33) into Eq. (32b) leads to

6(1 — 1 |f"dc L:)dc

; (34)

1
6q— -6
5| o ®oq 2q®

Next, we define the following error variables: dwy = wy — wy and dw, = w. — w.. Using these definitions in
Wy gives
Wie = wq — A(Q)w, + dwq — A(q)dw. (35)
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The linearization process make the following assumptions, which are valid to within first-order:2°

5o = [5‘?] (362)
Ala) = {Tsxs — [Sax]} A(@) (36D)

where da is a small angle-error correction. Substituting Eq. (36b) into Eq. (35) and neglecting second-order
effects leads to
Wae = Wye — [A(Q)@e X0 + dwy — A(Q)dw, (37)

Substituting Eqgs. (36a) and (37) into Eq. (34), and again neglecting second-order effects leads to

0 = —[wgXx|da + dwy — A(q)dw. (38)

The derivative of the fourth error quaternion component is zero. Next, using dwy = —(AB4 + Ngy) and
dwe = —(AB¢ + New), where ABy = Bg — Bq and AB. = B. — B, in Eq. (38) leads to

da = —[wyx]da — ABy + A(Q)AB: + A(@)Nev — Naw (39)

The error-state dynamics are now given by

Ax = FAx + Gw (40)
with
T
Ax=[saT ABT ABY] (41a)
T
w=[nZ, ul, ol nh] (41b)
where

—[wax] A(q) —Is3x3
F=1 03x3 0O3sx3 0Osxs (42a)
03><3 03><3 03><3
A(q) —I3x3 03x3 0Osx3
G = |03x3 O3x3 Isxz Osx3 (42b)

03x3  Oszx3 Ozx3 Igx3

and the spectral density matrix of the process noise w is given by

2
oo I3xs  Ozx3 03x3 033
2
0= O3x3  05,13x3  0O3x3 03x3 (43)
0 0 o2 I 0
3%3 3%3 cul3x3 3%3
2
03x3 03x3 03x3 05, 3x3

The linearization of the output (measurement) process exactly follows Ref. 20, which is not shown here.

Solutions for the state transition matrix of F' and discrete-time process noise covariance are intractable
due to the dependence of both on the attitude matrix. A numerical solution is given by van Loan?* for fixed-
parameter systems, which includes a constant sampling interval and time invariant state and covariance
matrices. First, the following 12 x 12 matrix is formed:

—F GQGT

A:
0 FT

At (44)

Then, the matrix exponential of Eq. (44) is computed:

B A= B Bzl _ |Bu O (45)
|0 B 0o o7
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Table 1. Extended Kalman Filter for Relative Attitude Estimation

a(to) = o, Be(to) =Be  Balto) = Ba,
P(ty) =Py

Initialize

Ky = P Hy (4, [He(q; )Py Hy (q;,) + Rl ™

Gain [A(@7)r1x] 0Osx3 033

Hy(q,) =

[A(@7)rnx] 03x3 Osxs “

Pl =[I - KpH(a;) Py

AR} = Ki[yr — hi(qy)]

. . T
Axf = [s6f" ABLT AB)T]

A(q7)ry

A(Q7)r
Update h(q;) = (a7 )r:

L =06, +AB%

B =By + A8

ot — o, — 3t
wckiwck Ck

(;)dk = a)dk _B;_k
é11;+1 = Q(‘:’L)f(‘:’i)qi

Pl;tl = (I)kpqu)z + Qp

Propagation

where @ is the state transition matrix of F' and Q is the discrete-time covariance matrix. The state transition
matrix and discrete-time process noise covariance are then given by

® =Bl (46a)
Q =By (46b)

If the sampling interval is “small” enough (well within Nyquist’s limit), then @ = AtG QGT is a good
approximation for the solution given by Eq. (46b).

A summary of the EKF equations for relative attitude estimation is shown in Table 1, where P is the
covariance matrix that consists of the covariance of the attitude errors and chief and deputy biases, and the
vector y is given by y = [f)? 132T B%]T Note that the propagated gyro biases are equivalent to their
respected previous-time updates. A quaternion measurement, denoted by q, which can be computed when
at least 4 LOS vectors are available,?® may be used instead of body vector measurements. Then yj —hy(q; )
is replaced with QET(Q;)(M. The factor of 2 is required since the angle error is used in the EKF update.
Also, Hy(q,, ) is replaced with Hy = [I3x3 03x3 03x3] and Ry is replaced with a 3 x 3 matrix of the attitude
errors.

The EKF provides estimates for the individual biases of the chief and deputy, which in turn are used
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to estimate for their respective angular velocities. The estimated relative angular velocity can be computed
using Eq. (31b), which is typically used in a controller, such as the one presented in Ref. 21. The covariance

of the estimated relative bias, defined by Bdc = ,éd — A((]),éc, is useful to quantify the expected error in the
relative velocity estimate. Using the error definitions of the biases and attitude, B4, can be expressed by

Bac = (Ba — ABa) — {I3x3 + [dax]} A(q)(B: — AB) (47)

Assuming unbiased estimates gives F {,@dc} = B4 — A(q)B.. Next, ignoring second-order effects leads to

Bae — B{Bac} = [Al@)Bex]da + Ala)AB. — AB (48)
Hence, the covariance of Bdc is given by
cov {Bdc} —HPHT (49)

where
H=[A@Bex] Ala) ~laxs (50)

and P is the covariance from the EKF. Note that H is evaluated at the true values, but must be replaced with
their respective estimate values for practical purposes. This leads to second-order errors when the estimates
are close to their true values.

B. Relative and Deputy Gyro Bias Case

In this section a formulation to estimate the relative attitude, as well as the relative and deputy gyro biases
is derived. Estimating for the relative bias directly is useful since the EKF gives its covariance directly in
this case. The linearized equations must now involve ﬂd and ,édc. We first derive the attitude-error equation
in terms of these variables. Defining AB4. = Bae — Bac, and using By = B4 — A(Q)B., B = BC + A3, and
Eq. (36b) leads to

ABie = [(Bae — Ba) x]6a + ABs — A(Q)AB. (51)

where second-order effects are ignored. Solving Eq. (51) for A(q)AB. — ABq and substituting the resultant
into Eq. (39) leads to

da = _[(‘Dd - Bdc)x]éa - ABdc + A(d)ncv — Ndv (52)

Next, we need to determine a dynamics model for B4. = B4 — A(q)B.. Taking the time derivative of this
equation and using Eqs. (30b)-(30f) in the resulting expression yields

ﬂdc = _[(G’d - A(q)ajc - /Bd — Ndv + A(q)ncv)x]ﬂdc

53
(@4 — Ao — 10 + A(@To0) <8+ 1w — A (53

The estimate equation is given by
Bue = —[(@4 — AQ@c — Ba)1Buc + (@4 — A(@)@e)x]Ba (54)

The linear dynamics of ABdC can be derived in a similar fashion as the other linearized equations shown to
this point. For brevity this derivation is omitted here. The error-state dynamics are given by

Ax = FAx + Gw (55)
with
T
Ax=[sa” ABL ABY] (56a)
T
W= [ng, Niy  Meu nfu} (56D)
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where

(@4 — Bac)x] —IDxz Ozx3
F= Iy Iy Fys (57a)
03x3 03x3  0O3x3
Fo1 = [(Ba — Bac)x][AG ) eX] (57b)
Py = —[(@4 — A(Q)@c — Ba) ¥] (57¢c)
Fas = [(@a — A(@Q)@c — Bac)X] (57d)
A qu) R O3x3  O3x3
G = |-[(Ba — Bac)x|]A@) [(Ba — Bac)x] —A(@) Isxs (57e)
033 03x3 O3x3  I3x3

and the spectral density matrix of the process noise w is given by Eq. (43). The EKF filter equations can now
be employed using the state matrices in Eq. (55) in the covariance propagation as well as Eqgs. (31a), (31d)
and (54) for the state propagation. We note that a closed-form solution for the state propagation equation
is difficult due to the appearance of the attitude matrix in Eq. (54). However, if the sampling interval is
“small enough” (within Nyquist’s upper limit), then a pure discrete-time propagation can be employed by
holding q constant throughout the interval, while using the discrete-time quaternion propagation shown in
Table 1.

C. Relative and Chief Gyro Bias Case

In this section the necessary equations to estimate the relative attitude, as well as the relative and chief gyro
biases are shown. For brevity these equations are shown without derivation. The dynamic equation for the
relative bias estimate is given by

Bue = [A@)B.x1Bac — [A@)B.x)(@4 — AQ)@) (58)
The error-state dynamics are given by
Ax = FAx + Gw (59)
with
T
Ax= [saT AL ABT] (60a)
T
W= [ng, Niy  Meu ’mﬂ (60D)
where
~[(@a = Bac)x] —Isxz Osxs
F= Iy Iy Fb3 (61a)
033 03x3  O3x3
Py = [A(@)B:X][A(@)@ex] + [(@a — A(@)@e — Bac) x][A(@)Bc ¥] (61b)
Foy = [A(§)BeX] (61c)
= [(@q — A(Q)@e — Bae) x| A(Q) (61d)
£€1) —I3x3 O3x3  O3xs
G = |-[A(@)B:x]A(a) [A(@)Bcx] —A(@) Isxs (61e)
O3x3 O3x3 O3x3  I3x3

and the spectral density matrix of the process noise w is again given by Eq. (43). The EKF filter equations
can now be employed using the state matrices in Eq. (59) in the covariance propagation as well as Eqs. (31a),
(31c) and (58) for the state propagation.
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V. Relative Attitude and Position Estimation

In this section the necessary equations for both relative attitude and position estimation between two
spacecraft are derived. The state vector in the attitude-only estimation formulations shown in the previous
section is now appended to include position and velocity of the deputy, radius and radial rate of the chief,
and the true anomaly and its rate. This appended vector is given by

X:[xyzdcyérci*céé}T

- (62)
= {551 Ty X3 T4 Ty Te Ty Ty Ty 9610}
Then the nonlinear state-space model follows from Egs. (1) and (2) as
- o -
zs
Tg
z123) (1 + 227 /p) + 2310 (x5 — T278/T7)
X = £(X) = | 2010 (@4~ mums/ar) +aawio (1 - ar/p) (63)
—T7TiT3/P
Ts
w7y (1 - 27/p)
10
L 721‘81’10/1'7 i

In this formulation the chief radius and true anomaly, as well as their respective derivatives, are estimated.
The observability of these quantities from relative position measurements is discussed in Ref. 26. If this
information is assumed known a priori, then these states can removed and their respective measured values
can be added as process noise in the state model. The error-state vector for the chief and deputy gyro bias
case is now a combination of Egs. (41) and (62):

AT
Ax= [saT ABT ABT ApT ApT Ar, Ai. A0 Af (64)

with obvious definitions of Ap, p, Are, Ar., A# and Af. The matrices F and G that are used in the EKF
covariance propagation are given by

—lwax] A(Q) —I3x3  O3xio0

P 03x3 O3x3  0O3x3 03x10 (650)
O3x3 O3x3  Oszxs O3x10
BF(X)

O010x3  Owox3  Oroxs —5x %

[A(4) —I3xs 0O3x3 Osxs Osxs
O3x3  O3x3  Isx3z Osxz Osxs
O3x3  0O3x3  Osxs Isx3 Osxs
G = |03x3 0O3x3 Osx3 O3x3 Osx3 (65b)
O3x3  O3x3  Osx3 Osx3 I3xs
O2x3  O2x3  Oaxz 0O2x3  O2xs

102x3  O2x3  0O2x3 02x3 Oa2x3

where X denotes the estimate of X. The partial matrix 9f(X)/0X is straightforward to derive and is not
shown here for brevity. Defining the new process noise vector as w = [nZ, ni, 0k, nl, w. w, w.] T then
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the new matrix @ is given by

(02,135 Osxs 033 Osxs  Osx1 Osx1 Osxi
Osxs  02,I3x3  Osxs 03x3  Ozx1 O3x1 O3x1
O3x3 03x3 02 d3x3  Osxs  O3zx1 Osx1 Osxi
Q= O3xs 033 O3x3  02.13x3 O3x1 Osx1 O3x1 (66)
O1x3 O1x3 O1x3 O1x3 Wy 0 0
O1x3 O1x3 01x3 O1x3 0 Wy 0
| O1x3 O1x3 O1x3 O1x3 0 0 Wy |

The sensitivity matrix is also modified to be

e by
[A(@7)r] x| 03x3 033 8pA1* 037

Hk(d]:a ﬁ];) = :
e by
[A(@7 )ty %] 0Osx3 O3x3 apff 037

ty

where ', is given by Eq. (6b) evaluated at p~ = [~ §~ 2*]T and the partial matrix 85; /0p~ is given by

ob; NG, oy
ops = Ala) 5o (68)
where
I (B /S o BN R (X = 57)(Zi - 2)
o =5 | K- S[X-a P @R (i) 2)
' (Xi—27)(Zi—27) Yi—97)(Z —27) —[(Xi =272+ (Yi—97)?]

(69)
with 37 = [(X;i— 27 )2+ (Vi —§7)*+ (Z; — 27)?] 2 The EKF can now be executed with these new
quantities to estimate both relative attitude and position.

VI. Simulation Results

In this section simulation results are presented that show the performance of the EKF to estimate both
relative attitude and position between spacecraft using LOS vectors from the VISNAV sensor. For the
chief spacecraft, parameters from the Hubble Space Telescope are selected. The semimajor axis is given
by 6,998,455 meters and the eccentricity is e = 0.00172. A bounded relative orbit is used. The constraint
required on the Cartesian initial conditions must then satisfy'?

y(to) —n(2+e)
z(to) /A +e)(l—e)? (70)

This bounded relative orbit constraint is valid for both eccentric and circular chief orbits. Note that its form
requires that ty be defined to be at the orbit perigee point. This is only used for simulation purposes though.
The EKF can be initiated at any part of the orbit. The initial chief orbit radius and true anomaly rate are
given by r.(tg) = a(1 — ) and (tg) = \/p/p (1 + €)/re, where u = 3.986008 x 10™* m?/s2. At perigee we
have 7.(t9) = 0 and 6(t9) = 0. The initial condition for the vector X in appropriate units of meters and
meters per second is given by

. T
X(to) =200 200 100 0.01 —0.4325 0.01 7.(tp) 0 0 6(ty) (71)

The simulation time for relative motion between the two spacecraft is 600 minutes and time interval is 10
seconds. The spectral densities of the process noise components w,, w, and w, in Eq. (1) are each given by
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Figure 3. Gyro Bias Estimates and Attitude Errors

V10 x 10~ 11 m/(sy/s). The orbit period of deputy is calculated to be 5,820 seconds. This period makes the
deputy move about 6 times around the chief during the simulation run.

The true relative attitude motion is given by propagating Eq. (27) using an initial quaternion given
by a(te) = [v2/2 0 0 v/2/2]7 and angular velocities given by w. = [0 0.0011 — 0.0011]” rad/sec and
wgq = [-0.002 0 0.0011]T rad/sec for the entire simulation run. The gyro noise parameters are given by
Oey = Ogu = V10 x 10710 rad/sec?’/2 and ey = 0gp = V10 x 1077 rad/secl/2. The initial biases for each
axis of both the chief and deputy gyros is given by 1 deg/hr. Six beacons are assumed to exist on the chief:

X;=05m, Y;=05m, Z;=0.0m (72a)

Xy =-0.5m, Y;=-0.5m, Z5=0.0m (72b)

X3 = —0.5m, Y3=05 Zs=0.0m (72¢)

X, =05m, Yy=-05m, Z4=00m (72d)

X5=02m, Y;=0.5m, Z5=0.1m (72e)

X =0.0m, Y;=02m, Zg=—-0.1m (72f)
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Figure 4. Orbit Element Estimates

These beacons are assumed to be visible to the PSD on the deputy throughout the entire simulation run.
Simulated VISNAV measurements are generated using Eq. (7) with a measurement standard deviation given
by 0.0005 degrees.

In order to initialize the EKF a nonlinear least squares routine from the synthetic measurements is used
to determine the initial relative attitude and position. Each individual covariance sub-matrix for attitude,
gyro biases, position and velocity is assumed to be isotropic, i.e. a diagonal matrix with equal elements. The
initial attitude covariance is given by Isyxs deg?. The initial chief and deputy gyro bias covariances are each
set to 41553 (deg/ hr)2. The initial position covariance is set to 5I3x3 m? and the initial velocity covariance is
set to 0.02I3x3 (m/s)?. The initial variance for the chief position is set to 1,000 m? and the velocity variance
is set to 0.01 (m/s)2. The initial variance for the true anomaly is set to 1 x 10~% rad? and the rate variance
is set to 1 x 107* (rad/sec)?.

Figures 3(a) and 3(b) show the chief and deputy bias estimates, which are all well estimated by the EKF.
Figure 3(c) shows the attitude errors and respective 30 bounds derived from the EKF covariance matrix.
All errors remain within their respective bounds, which indicates that the EKF is working properly. The
attitude errors are within 0.05 degrees. Figure 4(a) shows a comparison between the true and estimated
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position, with the errors shown in Figure 4(b). Relative position knowledge is within 0.3 meters for each axis.
Figure 4(c) shows the relative velocity errors, which shows that velocity knowledge is within 2 x 104 meters
per second. The chief orbital element errors are shown in Figure 4(d). The chief radius has a maximum
30 bound of about 300 meters, although the actual errors are much smaller. The velocity errors are well
below 1 meter per second. The true anomaly 30 bound shows that its estimate error may be fairly large,
up to about 2 degrees, although the actual errors are much smaller. The true anomaly rate is known to
within 1 x 1077 rad/sec. The accuracy of these estimates not only depends on the accuracy of the PSD
sensor and the number of beacons, but also on the “spread” of the beacons as well as the distance from the
beacons and PSD. From Figures 3(c) and 4(b) the attitude and position covariance increases just past 60
minutes, which intuitively makes sense since this coincides with the maximum relative distance between the
spacecraft. Still, the simulation results indicate that using a filter with gyros and an orbital dynamic model
significantly increases the accuracy over a deterministic solution by at least 2 orders of magnitude.

VII. Conclusions

An extended Kalman filter has been designed for relative navigation and attitude determination of space-
craft. The measurements were assumed to be given by line-of-sight observations using a novel sensing ap-
proach involving beacons and position sensing technology in the focal plane. For attitude estimation three
different filter formulations were presented. The first directly estimated the chief and deputy gyro biases.
The second estimated the relative rate and deputy gyro biases, and the third estimated the relative rate and
chief gyro biases. For position estimation a nonlinear orbital model was used, where perturbation were mod-
elled by process noise. Simulation results have shown that the combined relative attitude/position Kalman
filter is able to achieve accurate results using a close configuration of beacons with a modest relative distance
between spacecraft. It is important to note that the filter developed in this paper estimates not only the
deputy states, but also the chief states including the chief radius, true anomaly and gyro biases. In actual
practice, the chief parameters will be known through external sensors onboard the chief spacecraft. For this
more practical case, the states in the filter design presented here can be reduced to only deputy associated
parameters. Still, this paper has shown that it is also possible to estimate both chief and deputy states if
desired.
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