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+Choice Under Risk

In choice under ignorancc, the following all hold:

1. There are different ouccomes for different states

of affairs relevant to the dccision,

2. For each combination of action and state of

affairs, you know the outcome, and

3. You do know how probabjc cach state of affairs is.
Let P=1{p1,ps.... i}, where P(w)) = p; represents

the probability that state (j OCCUTS.
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o1 N€ (Nallenge or Rationc NC

HOW can a ranking Ofth@ outcones bC USCd o g@ﬂ@f&t@

a ranking of the acrs?

In choice under risk, the most common answer is to

rank the acts based their expcctcd utility:

v(ai) = 2" | pyx ulosy) ).
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o Utility

But what is meant by “utility”? For instance, is

“cxpectcd utﬂity identical with “cxpcctcd monetary

outcome ?
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o Utility

Expected utiiity and cxpected mongetary outcome are

different because . ..
I. Pcopie care about things other than moncy, and

2. The value of moncy tends to diminish as it
accumulates (this 1S usualiy referred to as cthe

diminishing marginai utiiity of money).
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»Example

Suppose [ have an urn with three green balls (G) and

one blue ball (B). Iwill pull out one ball (B1) from ic.

States of Affairs (€2)
Bi=B Bi=G
i Iy QRO QR 10
5
<|n QRO QR 100

| give you /. How much would you pay to swap forz,?
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»Example

The cxpcctcd monetary gain from cach ticket is:
v(t;) = (0.25 x QR o) + (075 x QR 10) = QR 7.50, and

(1) = (025 x QR o) + (0.75 x QR 100) = QR 75.00.

So the expected gain from #, to £, is QR 67.50. So you

should be Willing to pay around this amount.
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»Example

Suppose [ have an urn with three green balls (G) and

one blue ball (B). Iwill pull out one ball (B1) from ic.

States of Affairs (€2)
Bi=B Bi=G
< 2 QRO QR 1,000,010
5
< Iy QRO QR 1,000,100

[ give you £3. How much would you pay to swap for ,?
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»Example

The expected monetary gain from each ticketis:

o(t3)

o(ty)

(0.25 x QR o) + (0.75 x QR 1,000,010) = QR 750,007.50, and

(0.25 x QR o) + (0.75 x QR 1,000,100) = QR 750,075.00.

So the expeeted 0ain from £, to ¢, is QR 67.50, the
same as from 7, to £,. Yet most people would pay

much less in chis case.
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" Diminishing Marainal Util;

Lhis example illustrates how the marginal value of
moncy decreases as you get more ofit. A QR 90 bonus
is worth a lot more when you only have QR 10. When
you alrcady have QR 1,000,000, that same QR 90 bonus
no longer seems as valuable. As a result, the utility

pCOPlC gCt ﬁ'om moncy 1S O&CH treated as n0n—lincar.
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— Lincar Utility: #(QR x) = x
— Non-Linear Utility: #(QR x) = x
Non-Linear Utility: #(QR x) = log(x + 1)
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»Example

Suppose | have an urn with ten green balls (G), five red balls (R), and five
blue balls (B). I will pull out one ball (Br) from it.

States of Affairs (€2)
Bi=G Bi=R Bi=B
t QR 64 QR 36 QR 36
=
2| b QR 49 QR 121 QR1
@)
<
2 QR 100 QR 1 QR4

Which ticketis best if your utility for money is linear,
where #(QRx) = x?
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»Example

o(tr) = (% x u(QR 64)) + (% x 1(QR 36)) + (% x #(QR 36))

= (M x64)+ (% x36)+ (% x36)=50.00.

(
(1) = (B xu(QR49)) + (% x (QR121)) + (%4 x (QR 1))
1/2><49>+<%>< IZI>+<%>< I>= $9.00.

= (
o(t5) = (% x u(QR 100)) + (% x #(QR 1)) + (% x 2(QR 4))
= (% x100) + (M x 1)+ (%x4)=951.25.

So ticket 2 (#,) is best if your utility for MONcy 1 linear,

where #(QR x) = x
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»Example

Suppose I have an urn with ten green balls (G), five red balls (R), and five
blue balls (B). I will pull out one ball (Br) from it.

States of Affairs (€2)
Bi=G Bi=R Bi=B
t QR 64 QR 36 QR 36
=
2| b QR 49 QR 121 QR1
@)
<
2 QR 100 QR 1 QR4

Which ticket is best if your utility for money is non-linear,

where #(QRx) = \x?
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»Example

(1)

(5 xu(QR64)) + (4 x u(QR36)) + (% x #(QR 36))
(%% 8)+(%x6)+(%x6)=7.00.

(2x u(QR49)) + (% x u(QR 121)) + (% x #(QR 1))
(1/z><7>+(%>< 11)+<%>< I):6.5o.
(

U\ [y
v(t)
v(t5) = (% x u(QR100)) + (% x (QR 1)) + (% x #(QR 4))
" x Io>+(%>< 1>+<%><z>:5.75.

Now ticket 1 (#) is best if your utility for Mmoncy 1s non-

linear, where #(QR x) =x.
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.+ Cxpectea Utllity Maximizatior

ThCl’C arc two Sorts ofargumcnts defending rational

choice under risk as maximizing expected utility:
1. The appcal to the law of 1arg€ numbers, and

2. An axiomatic approach.
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«1he law of large Numbers

According to the law of large numbers, maximizing
expectcd utﬂity makes the decision maker better oft
( by gctting him or her more utility) in the long run.
That s, if the same problcm appcars many, many
times, the expm‘m’ utﬂity of an action becomes the

average actual utility of repeating that action.
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»Example

Suppose [ have an urn with one green ball (G) and ninety-

nine blue balls (B). I will pull out one ball (B1) from ic.

States of Affairs (€2)
Bi=B Bi=G
i Iy QR 1 QR 1
5
<| 4 QRo QR 90

In the long run, what is the average payoff of each ticket?
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«1he law of large Numbers

The obvious problcm with appcaling to the law of
largc numbers is that many (if not most) Important

decisions are made only once and not repeatcdly.
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» 1 ne Axiomatic Approach

Axiomatic | ustifications of maximizing CXPCCth
utility come in two different forms, indirect and
direct. According to indirect approaches, as long as
your decisions obcy certain axioms concerning
judgmcnts > then | can model your decisions “as it
you had a utility function # over outcomes whose
CXp ected utility you were maximizing, We saw this
[ast time with the Von Neumann-Morgenstern

theory of cardinal utility.
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Wl ne

According to direct approaches, however, you Ao
have a utility function # over outcomes. These
approaclics then stipulatc some axioms that you
should obcy when using that utility function to rank
actions. Finally, thcy show that if you accept these
axioms, then you must usc your utility function # and

ultimatcly rank all the actions based on maximizing

their cxpcctcc- utility. One common direct approaclic

appcals to four axioms.
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LJAxiom |

Constant Utility: (Given action 4, if for all states of

affairs wj, #(0ij) = x, then v(4;) = x.

In other Words, if the outcome of an action has the
same utility value—call it x—no matter which state of

affairs OCCULTS, then the value of that action is also x.
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States of Affairs (€2)
< |4 6 6 6 6 6 6 6
5
<la,| 7 8 10 7 8 10 11

[tyou satisty axiom 1, whatiis (7, ) and what is (%) ?
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LAxiom 7

Weak Pareto (Under Risk): Given two actions 4,
and a,, if for all states of affairs wj, #(01 ;) > u(02,),

then v(a,) > v(a,). However, it instead (0, ;) = (0. ),

then v(a,) = v(a,).

So if one action has more utﬂity than a second action
for each state of affairs, then the first action has a
highcr value than the second action. However, it both
actions have the same utility for each state of aftairs,

thCH bOth actions h&VC thC SAIMNC V&lUC.
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States of Affairs (€2)
< |4 6 6 6 6 6 6 6
5
<la,| 7 8 10 7 8 10 11

[t you satisfy axiom 2, what is the relationship between
v(a;) and v(a,)?
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LJAXiom 3

Splitting into Equiprobable States: Given a decision

problem for actions Ay, ds, ..., dy CONVErt this into a

new decision problcm foractionsa'y, 4y, ....4',, by

d

g)

plitting the states of affairs in the original problcm SO

that all che states have cthe same probability in the new

ccision problem. Do this and then »(4;) = (4')).
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»Example

States of Affairs (€2)
O)I wl
p1=0.20 p.=0.80
< | @ 1 3
5
< | a, 6 2
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»Example

States of Affairs (€2)
0)1 O-)Z
p1=0.20 pr= 0.80
<| 4 I 3
5
< | a, 6 2
W'
p1=0.20
| 4, I 3 3 3 3
<E) a, 6 2 2 2 2
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»Example

States of Affairs (€2)
0)1 wl
p1=0.20 p.=0.80
<~ | 4 I 3
z
9
< | a, 6 2
States of Affairs (€2')
W'y W' w'; W'y W'
P1=0.20 P2 =0.20 P2 =0.20 P2 =0.20 P2 =0.20
|4 I 3 3 3 3
z
S /
< |4, 6 2 2 2 2
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»Example

States of Affairs (€2)
O)I wl
p1=0.20 p.=0.80
[f you satisty axiom 3, then v(a,) = v(a';)
< | 1 3
3} and v(a,) = v(d',).
0
< | a, 6 2
States of Affairs (€2')
W'y W' w'; W'y W'
p1=0.20 P =0.20 P2 =0.20 P =0.20 P2 =0.20
| 4 I 3 3 3 3
<E) a's, 6 2 2 2 2
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JAxiom 4

Trade Off Condition: Suppose that (1) two

outcomes of an action 4 are equiprobable, and that (2)

anew action 4’ is created by making the better of 4
tWO cquiprobable outcomes slighdy WOrse by
subtracting some hixed utility ¢,, tromic. It (1) and (2)
hold, then there exists some other value ¢, that can be
added to the other outcome to compensate for that

loss such that v(a) = v(4").
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»Example

States of Affairs (€2)
O)I wl
pr=0.50 p2=0.50
<| 4 5 5
g
< | 4, 2 10
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»Example

States of Affairs (€2)
O)I wl
pr=0.50 p2=0.50
< | @ ; ;
g
< | 4, 2 10
States of Affairs (€2)
0.)1 wl
P1 =050 p2=0.50
<| 4 5 5
g
< |4, 2+6 10— ¢
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»Example

States of Affairs (€2)
O)I wl
pr=0.50 p2=0.50
S| o ; ;
g
< | 4, 2 10
It you satisfy axiom 4, then for any €, there
irs (€ : )
States of Affairs (€2) exists some ¢, such that v(a, ) = v(4',).
0.)1 wl
P1 =050 p2=0.50
<| 4 5 5
g
< |4, 2+¢, 10 — &
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Direct Theorem

Direct Theorem for Maximizing Expected Utility:
[f a value function v over actions satisfies axioms 1, 2, 3,

and 4, then the following holds:
0(4;‘) = Z”jzl[jpj X %(0@')]
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Direct Approaches. ..

1. Have axioms setting
constraints on how utilities #
over outcomes translate into
values v over acts.

2. Presuppose that the
decision maker has a utilicy
function #, and use the axioms
to justify maximizing
expected utility using #.
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'm0 ) =

Indirect Approaches. ..

1. Have axioms setting
constraints on how certain
judgments > over acts
translate into other judgments
> over acts.

2. Do not presuppose that the
decision maker has a utilicy
function #. Instead, the
axioms show that your
judgments work “as if " you are
maximizing expected utility
with such a function #.
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Next Class. ..

We will look at some results from psychology
showing how the decisions of real people fail o

maximize expected utility.

Until then, have a good spring break! [ know yall are

working hard. so you deserve it!
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