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Abstract— In this paper, we present a framework for con-
nected cruise control (CCC) design utilizing wireless vehicle-
to-vehicle (V2V) communication. We propose a sequential
optimization approach to select the control parameters for the
available communication links that allows graceful degradation
of performance when certain links become unavailable. We
apply the theoretical results to improve the fuel economy
of a heavy duty vehicle while requiring head-to-tail string
stability of the vehicle string. Simulation results are presented
to demonstrate the effectiveness of the proposed controller in
improving fuel economy.

I. INTRODUCTION

Heavy-duty vehicles (HDVs) account for a significant
share of fuel consumption in the transportation sector [1],
[2]. Improving the fuel economy of HDVs may save billions
of dollars annually in the US only. It has been shown that
when the traffic is sparse, previewing geological information
(road elevation, wind speed) could lead to significant fuel
savings [3], [4]. In dense traffic conditions, the problem
becomes much more challenging due to the difficulties in
getting reliable information about the surrounding traffic [5]–
[8].

In order to monitor the traffic environment in the neighbor-
hood of the vehicle, one may use sensors such as radar, lidar,
or camera. However, these can only provide information
within the line of sight. To expand the range of sensing,
wireless vehicle-to-vehicle (V2V) communication can be
used. By appropriately fusing sensory and V2V information,
one may reduce traffic congestion [9], [10]. On the other
hand, V2V technologies may also be exploited in order
to improve the fuel economy of automobiles and HDVs
[11]–[13]. Previous works focused on system-level benefits.
However, in order to generate “day-one benefits”, one may
target individual customers. For example, a vehicle may
utilize motion information from multiple vehicles ahead to
optimize its operation. This so-called connected cruise con-
trol (CCC) is different from traditional platooning structures,
like cooperative adaptive cruise control (CACC), as it does
not require a fixed communication structure or a designated
leader [14], [15]. Thus, traffic conditions may be improved
even for low penetration of CCC vehicles inserted in the
traffic flow of human-driven vehicles [16].

In this paper, we apply CCC to improve the fuel e-
conomy of HDVs. In particular, we propose a sequential
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Fig. 1. A string of connected vehicles where the CCC vehicle at the
tail receives information from n vehicles ahead. The symbols h, hi, i =
1, . . . , n−1 denote the headways while v, vi, i = 1, . . . , n denote the speed
of the vehicles. The symbols pi, i = 1, . . . , n denote the control parameters
of the CCC vehicle that shall be optimized while qi, i = 1, . . . , n− 1 are
the control parameters used by the preceding vehicles and these are assumed
to be known.

optimization framework to design the control parameters
in the CCC algorithm. This scheme guarantees that when
some connections are lost, the system can have a graceful
degradation while maintaining head-to-tail string stability
(i.e., disturbance attenuation between the vehicle at the head
and the vehicle at the tail) of the connected vehicle system.
We demonstrate the effectiveness of our algorithm by using
case studies.

II. SEQUENTIAL OPTIMIZATION BASED ON
COMMUNICATION STRUCTURE

In this section, we present a methodology that can be used
to optimize the controller design for a CCC vehicle utilizing
V2V information from n vehicles ahead; see Fig. 1. We
assume that the preceding vehicles are controlled by human
drivers or adaptive cruise control (ACC), i.e., they only react
to the motion of the vehicle immediately ahead.

The longitudinal dynamics of the preceding vehicles are
described by the car-following model

ḣi(t) = vi+1(t)− vi(t),
v̇i(t) = g(hi(t− ξi), vi(t− ξi), vi+1(t− ξi); qi),

(1)

for i = 1, ..., n−1, where the dots denote differentiation with
respect to time t, hi denotes the headway (i.e., the bumper-
to-bumper distance) between vehicles i and i+ 1, vi stands
for the speed of vehicle i, and the time delay ξi represents the
driver reaction time or the sensing delay of the range sensor.
The nonlinear function g describes how the driver/controller
reacts to the motion of the vehicle ahead, and the vector qi
represents the control parameters, e.g., feedback gains.

The longitudinal dynamics of the CCC vehicle is given by
the physics-based model
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ḣ(t) = v1(t)− v(t), (2)

v̇(t) = −f
(
v(t)

)
+ u
(
h(t− σ), v(t), v(t− σ), vi(t− σ);pn

)
,

for i = 1, ..., n. Again, h and v denote the headway and
velocity, respectively. The term f

(
v(t)

)
collects the physical

effects like air resistance, rolling resistance and grade, and
assumed to satisfy the following properties:

f(v) > 0,
df

dv
> 0,

d2f

dv2
> 0, ∀ v > 0, (3)

in order to correspond to the dissipative nature of these
effects. Moreover, u represents the designed CCC controller
and pn = [p1, . . . , pn] collects the control parameters, e.g.,
feedback gains, related to the vehicles ahead; see Fig. 1. The
parameter pi is associated with the vehicle i and it can be
vector valued, while σ stands for the communication delay
appearing due to intermittency and packet lost.

To simplify the control design, we assume a particular
form of the controller u (that will be specified later). One
may complete the design by solving the following parameter
optimization problem

Minimize Jn(pn),

Subject to pn = [p1, . . . , pn] ∈ Pn,
(4)

for n ∈ {1, 2, ..., N}. Here n is the index of the farthest
vehicle whose motion information is actually used by the
CCC vehicle, while N represents the longest link that
can be potentially used depending on the V2V broadcast
power and the environment. Moreover, Jn is the objective
function supposing the vehicle monitors n vehicles ahead,
while Pn denotes the admissible set where pn must be
chosen from. The corresponding optimizer is denoted by
p∗n = [p∗1, . . . , p

∗
n]. Here we assume such a solution exists,

otherwise the form of the controller u should be redesigned.
However, if the connection to the farthest vehicle n is lost,
the parameter vector [p∗1, . . . , p

∗
n−1] may not be within the

admissible set Pn−1 associated with the degraded connected
vehicle system. As an example, suppose Pn is the set such
that the string stability of the vehicle system can be satisfied
by p∗n ∈ Pn, while p∗n−1 may not make the degraded
connected vehicle system string stable.

To avoid this problem and achieve graceful degradation,
we propose a sequential optimization scheme for the CCC
design and obtain a sub-optimal solution for the parameters,
denoted p◦n = [p◦1, . . . , p

◦
n]. First, we consider the 2-vehicle

string consisting of the CCC vehicle and vehicle 1 immedi-
ately ahead and determine the optimizer p◦1 = p◦1. Then, we
keep this unchanged while adding vehicle 2 to the system and
finding the optimal parameter p◦2, that is, p◦2 = [p◦1, p

◦
2]. Thus,

we can sequentially build up the vector p◦n = [p◦1, . . . , p
◦
n].

Formally, we state the optimization problem as

Minimize Jn(pn),

Subject to pn ∈ P◦n,
Where P◦n = {pn|[p◦1, . . . , p◦n−1, pn] ∈ Pn},

n ∈ {1, ..., N}.

(5)

Assumption 1: The sequence of admissible sets {Pn}Nn=1

yields that ∀n ∈ {1, ..., N}, ∃ pn : [p◦1, . . . , p
◦
n−1, pn] ∈ Pn,

i.e., P◦n 6= ∅.
This assumption is based on the results in [17] where

a linear-quadratic optimal control setup provided a state
feedback structure, and the control gains were calculated
recursively when adding vehicles to the front of the string. It
was also shown that this way string stability can be achieved
through proper cost function design. This will be treated as a
requirement for CCC design in this paper. The results of the
sequential optimization performed in Section IV also support
Assumption 1.

Our sequential design allows graceful degradation in the
following way. If the CCC vehicle loses connection with
vehicle k, then by omitting the information received from
vehicles (k + 1), ..., n, while still utilizing the information
received from vehicle 1, ..., (k − 1) without changing the
corresponding control parameters p◦1, ..., p

◦
k−1, the CCC con-

troller can maintain a sub-optimal performance while the
constraint p◦k−1 = [p◦1, ..., p

◦
k−1] ∈ Pk−1 is satisfied.

III. PROBLEM FORMULATION INTENDED FOR FUEL
SAVING

In this section, we apply the proposed sequential opti-
mization framework to an (n+ 1)-vehicle string in order to
improve the fuel economy of the CCC vehicle at the tail; see
Fig. 1. We start with defining the objective function followed
by the definition of the admissible set.

A. Objective function formulation

To optimize the fuel economy of the CCC vehicle, we
make the following assumption:

Assumption 2: The fuel consumption rate is proportional
to the power requested from the engine

Peng =

{
P if P > 0,

0 if P ≤ 0,
(6)

where
P = meffv u = meffv

(
v̇ + f(v)

)
. (7)

Here, P represents the driving power of the CCC vehicle,
and meff = m + I/R2 is the effective mass of the vehicle,
so that m is the vehicle mass, I is the moment of inertia of
the rotating elements, and R is the wheel radius.

This assumption neglects some nonlinear effects, e.g, en-
gine idle power, the efficiency difference of engine operation
in different operating points, etc. By using more realistic
relationships between the power and the fuel rate, one may
come up with strategies like the “pulse and glide” in [18],
[19] to save fuel, but this is beyond the scope of this paper.

Our goal is to optimize the fuel economy of the CCC
vehicle given that the speed profile of the head vehicle n is
known. According to Fourier’s theory, any periodic function
can be represented as an infinite sum of sinusoidal functions,
which can also be extended to absolutely integrable non-
periodic signals. Hence, we start with optimizing the fuel
economy for the speed profile

vn(t) = v∗ + ṽn(t) = v∗ + vamp
n sin(ωt). (8)
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To simplify the optimization problem, we linearize (1,2)
around the equilibrium

h(t) ≡ h∗, hi(t) ≡ h∗i , v(t) = vi(t) ≡ v∗, (9)

where h∗, h∗i and v∗ can be obtained using the functions
g, f, u in (1,2). The linear system is written in terms of the
variables h̃(t) = h(t)−h∗, ṽ(t) = v(t)−v∗, h̃i(t) = hi(t)−
h∗i , ṽi(t) = vi(t)− v∗, i = 1, ..., n.

The steady state response to the input (8) becomes

vss(t) = v∗ + ṽ(t) = v∗ + vamp(ω) sin
(
ωt+ φ(ω)

)
, (10)

where vamp is the speed fluctuation amplitude of the CCC
vehicle, while φ is the phase angle compared to the input
signal. Both of these are functions of the input frequency
ω. In order to derive the output amplitude vamp, one may
take the Laplace transform of the linearized system with zero
initial conditions and use algebraic manipulations to obtain
the head-to-tail transfer function

Γn(s;pn) =
Ṽ (s)

Ṽn(s)
, (11)

where Ṽ (s) and Ṽn(s) are the Laplace transform of ṽ(t)
and ṽn(t), respectively. Notice that in Γn(s;pn), the control
parameter pn explicitly appears. With the help of the head-
to-tail transfer function, one can calculate

vamp(ω) = |Γn(iω;pn)|vamp
n . (12)

For more details about the derivation see [14].
For one period of the signal (10), one can calculate the

work carried out by the engine as

Weng =

∫ 2π
ω

0

Peng dt. (13)

The following theorem links this work to the output ampli-
tude vamp.

Theorem 1: At linear-level, the engine work over one
period (13) is a monotonic increasing function of the output
amplitude (12) .

Proof: Substituting (10) into (6,7), omitting the nonlin-
ear terms, and using (13) yields

Weng

meff
=

(
v∗f(v∗) +

f ′(v∗)

2
(vamp)2

)
2π

ω
, (14)

when no braking is needed (∀t ∈ [0, 2π
ω ], u(t) ≥ 0) and

Weng

meff
=

(
v∗f(v∗) +

f ′(v∗)

2
(vamp)2

)
π

ω

+
2v∗f(v∗)

∆ω

(√
(vamp)2 −∆2 + ∆ arcsin

(
∆

vamp

))
+
f ′(v∗)

ω

(
∆
√

(vamp)2 −∆2 + (vamp)2 arcsin

(
∆

vamp

))
,

(15)

when braking is needed (∃t ∈ [0, 2π
ω ], u(t) < 0), where

∆ :=
f(v∗)√

(f ′(v∗))
2

+ ω2

< vamp. (16)

Indeed, one can show that in both cases, Weng is monoton-
ically increasing with respect to the amplitude vamp.

According to Theorem 1 and (12), minimizing the fuel
consumption is equivalent to finding parameter pn that
minimizes |Γn(iω;pn)|. That is, the objective function of
the optimization for the sinusoidal speed profile (8) can be
designed as

Ĵn(ω;pn) = |Γn(iω;pn)|. (17)

In order to generalize the arguments above for a general
fluctuation ṽn(t), we take the Fourier transform of ṽn(t) to
obtain its frequency component distribution w(ω). Then we
construct the objective function

Jn(pn) =

∫ ∞
0

w(ω)|Γn(iω;pn)|dω, (18)

that is used in (4) or (5).

B. Admissible set

When solving the constrained optimization problems (4)
or (5), we need to define the admissible sets Pn and P◦n,
n ∈ {1, ..., N}. In this paper, we require head-to-tail string
stability, that is, we require that the speed fluctuations of the
head vehicle are attenuated by the CCC vehicle at the tail.
By using Fourier components (cf. (8)), one may formulate
the condition for string stability as

vamp(ω)

vamp
n

= |Γn(iω;pn)| < 1, ∀ ω > 0, (19)

(cf. (12)).
Thereafter, the objective function and the admissible sets

can be specified and computed, and used for control parame-
ter optimization for fuel efficient CCC design. The solutions
for (5) shall improve the fuel economy of the CCC vehicle
and enforce the head-to-tail string stability condition of the
connected vehicle system even with changing connectivity.

IV. CASE STUDIES

In this section, we consider a certain form of CCC design
and use the method proposed above to optimize its control
parameters.

We start with specifying the car following model (1). In
particular, we consider identical drivers modeled by

ḣi(t) =vi+1(t)− vi(t),
v̇i(t) =αh (V (hi(t− ξh))− vi(t− ξh))

+ βh(vi+1(t− ξh)− vi(t− ξh)),

(20)

for i = 1, ..., n − 1. Here, αh and βh are the control gains
used by the human drivers, while ξh represents the human
reaction time. The range policy function

V (h) =


0 if h ≤ hst,

vmax
2

[
1− cos

(
π h−hst
hgo−hst

)]
if hst < h < hgo,

vmax if h ≥ hgo,
(21)

describes the desired speed of the driver as a function of the
headway. For small headway h < hst, the vehicle intends to
stop; for large headway h > hgo, it intends to travel with
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the maximum speed vmax; between hst and hgo, the desired
speed increases monotonically with the headway. In this
paper we set hst = 10[m], hgo = 40[m], vmax = 30[m/s],
ξh = 0.45[s], αh = 0.6[1/s], βh = 0.9[1/s]; see [20].

The CCC vehicle is assumed to be a HDV and its
longitudinal dynamics is given based on the physics-based
model

meff v̇ = mg sinφ+ γmg cosφ+ κ(v + vw)2 +
ηTe + Tb

R
,

(22)
see [12], [21]. Here, g is the gravitational constant, φ is the
inclination angle, γ is the rolling resistance coefficient, κ is
the air drag constant, vw is the speed of the headwind, η
is the gear ratio (that includes the final drive ratio and the
transmission efficiency), and Te is the engine torque, and Tb

is the axle braking torque. The parameter values used in this
paper can be found in [4], and these are based on a Prostar
truck, a class 8 HDV manufactured by Navistar. For more
details of the HDV simulation, see [22].

For simplicity, we neglect the headwind and grade. Thus,
the longitudinal dynamics (2) is given by

ḣ(t) = v1(t)− v(t),

v̇(t) = −f
(
v(t)

)
+ u(t) = −(a+ cv2(t)) + u(t),

(23)

where

a =
γ mg

meff
, c =

κ

meff
, u =

ηTe + Tb

meffR
. (24)

The CCC controller to be optimized is assumed to take
the form

u(t) =α
(
V (h(t− σ))− v(t− σ)

)
+

n∑
i=1

βi
(
vi(t− σ)− v(t− σ)

)
+ f

(
v(t)

)
,

(25)

where the term f
(
v(t)

)
is added to cancel the rolling

resistance and air resistance. We remark that this may also
be achieved by using integral action [23]. Note that the other
terms in controller resemble the terms in (20) with the same
range policy (21), but with the delay σ = 0.15[s] resulted
by intermittency in communication and digital control.

The system (20,23,25) possesses the uniform flow equi-
librium

h(t) = hi(t) ≡ h∗, v(t) = vi(t) ≡ v∗ = V (h∗), (26)

for i = 1, ..., n; cf. (9). Linearizing the system about this
equilibrium we obtain

˙̃
hi(t) =ṽi+1(t)− ṽi(t),
˙̃vi(t) =αh

(
N∗h̃i(t− ξh)− ṽi(t− ξh)

)
+ βh

(
ṽi+1(t− ξh)− ṽi(t− ξh)

)
,

˙̃
h(t) =ṽ1(t)− ṽ(t),

˙̃v(t) =α
(
N∗h̃(t− σ)− ṽ(t− σ)

)
+

n∑
i=1

βi
(
ṽi(t− σ)− ṽ(t− σ)

)
,

(27)

for i = 1, ..., n− 1, where N∗ = V ′(h∗) is the derivative of
V (h) at h∗.

The head-to-tail transfer function is given by

Γn(s;pn) =
αN∗

(
Th (s)

)n−1
+ s

∑n

i=1
βi
(
Th (s)

)n−i
s2eσs +

(
α+

∑n

i=1
βi

)
s+ αN∗

,

(28)
where

Th =
βhs+ αhN

∗

s2eξhs + (αh + βh)s+ αhN∗
, (29)

see [14]. Now we present two case studies and their opti-
mization results.

A. 2-vehicle string

In this subsection we consider a scenario when the CCC
vehicle only monitors the motion of the vehicle immediately
ahead; see Fig. 2(a).

First, we assign the sinusoidal speed profile v1(t) = 15 +
0.5 sin(t)[m/s] to the head vehicle. In Fig. 2(b), the contours
of the objective function

Ĵ1(ω;α, β1) = |Γ1(iω;α, β1)|

=

∣∣∣∣ β1iω + αN∗

−ω2eiωσ + (α+ β1)iω + αN∗

∣∣∣∣, (30)

(cf. (17,28)) are plotted for ω = 1[rad/s] and σ = 0.15 [s] in
the (β1, α)-plane. The light blue area enclosed by the black
solid curve is the string stable region where |Γ1(iω;α, β1)| <
1 for all ω > 0. This domain corresponds to the admissible
set P1 = P◦1 . The parameter combination for the optimal
design is marked by point E. The corresponding time pro-
files are shown in Fig. 2(d). Note that simulations are ran
using the nonlinear system (20,21,23,24,25), and include fuel
consumption map given in [22] and the gear change map
given in [24]. Consequently, the true optimal parameters may
slightly differ from those corresponding to point E that is
based on the linear system (27), which is the linearization
of (20,21,23,24,25) about the equilibrium v∗ = 15[m/s].
Four additional parameter combinations are marked as A–
D and the corresponding fuel consumption results measured
in miles per gallon (MPG) are summarized in Table 1. Notice
that although the parameters corresponding to point A and D
provide better fuel economy than those of the point E, they
are outside of the admissible string stable domain.

Similarly, we depict the contours of

J1(α, β1) =

∫ ∞
0

w(ω)Ĵ1(ω;α, β1)dω, (31)

in Fig. 2(c) corresponding to the speed profile shown in
Fig. 2(e). This profile is obtained from the Ann Arbor Safety
Pilot Experiment [25]. Notice that the optimal parameter
combination (marked by point J) differs significantly from
the single frequency case (marked by point E in Fig. 2(b)).
Again, the fuel consumption results are summarized in Table
2, corresponding to the points marked by F–J in Fig. 2(c).
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Fig. 2. (a) The layout of a 2-vehicle string. (b)(c) The contours of the
objective functions corresponding to the speed profiles shown in panels
(d)(e). The light blue areas enclosed by the black solid curves represent the
string stable region. (d)(e) Speed profiles of the vehicles: blue solid curves
correspond to the head vehicle, while red dashed curves correspond to the
CCC vehicle.

(α, β1)[1/s] MPG
Point A (3.65,2.85) 7.6425 String Unstable
Point B (2.65,1.85) 7.3887 String Stable
Point C (1.65,2.85) 7.5414 String Stable
Point D (2.65,3.85) 7.7410 String Unstable
Point E (2.65,2.85) 7.6414 Optimal point

TABLE I
FUEL CONSUMPTION RESULTS CORRESPONDING TO FIG. 2(B).

(α, β1)[1/s] MPG
Point F (1.50,1.05) 6.1968 String Stable
Point G (1.00,0.55) 6.0578 String Unstable
Point H (0.50,1.05) 6.2156 String Unstable
Point I (1.00,1.55) 6.1916 String Stable
Point J (1.00,1.05) 6.2143 Optimal point

TABLE II
FUEL CONSUMPTION RESULTS CORRESPONDING TO FIG. 2(C).

B. 3-vehicle string

We now consider a scenario when the CCC vehicle moni-
tors two vehicles ahead; see Fig. 3(a). Then we optimize the
control parameters (α, β1, β2) of the CCC vehicle using the
proposed sequential optimization scheme. That is, the CCC
vehicle inherits the optimal design for α and β1 derived in
the previous subsection, and then we search for the optimal
β2.

Again, we first assign the sinusoidal speed profile v2(t) =
15 + 0.5 sin(t)[m/s] for the head vehicle. The values of the
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Fig. 3. (a) The layout of a 3-vehicle string. (b)(c) The values of the
objective functions corresponding to the speed profiles shown in panels
(d)(e). The blue shaded areas highlight the range for string stability. (d)(e)
Speed profiles of the vehicles: blue solid curves correspond to the head
vehicle, green dashed curves correspond to the middle vehicle, while red
dashed curves correspond to the CCC vehicle.

β2[1/s] MPG
0.00 6.5134 String Unstable
1.00 7.3190 String Stable
1.50 7.6474 String Stable
1.70 7.7642 String Stable
1.80 7.8196 Optimal Point
2.00 7.9247 String Unstable

TABLE III
FUEL CONSUMPTION RESULTS CORRESPONDING TO FIG. 3(B).

β2[1/s] MPG
0.00 5.9421 String Unstable
0.50 6.2887 String Stable
1.00 6.3750 String Stable
1.15 6.3847 Optimal point
1.50 6.3856 String Stable
2.00 6.3459 String Stable

TABLE IV
FUEL CONSUMPTION RESULTS CORRESPONDING TO FIG. 3(C).

objective function

Ĵ2(ω;β2) = |Γ2(iω;β2)|

=

∣∣∣∣∣∣∣∣
(β1iω + αN∗)

βhiω + αhN
∗

−ω2eiωξh + (αh + βh)iω + αhN∗ + β2iω

−ω2eiωσ + (α+ β1 + β2) iω + αN∗

∣∣∣∣∣∣∣∣ ,
(32)

(cf. (17,28)) are plotted in Fig. 3(b) for ω = 1[rad/s] and σ =
0.15[s]. The blue shaded area indicates string stability for
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the control parameter β2. This corresponds to the admissible
set P◦2 . The parameter for the optimal design is marked by
the green dot and the corresponding time profiles are shown
in Fig. 3(d). The fuel consumption results corresponding to
different β2 values are summarized in Table III. Again, these
are generated by using the system model (20,21,23,24,25)
with realistic fuel consumption and gear change map [22],
[24].

For the realistic speed profile shown in Fig. 3(e), the values
of the objective function

J2(β2) =

∫ ∞
0

w(ω)Ĵ2(ω;β2)dω (33)

are shown in Fig. 3(c) for different β2 values. The corre-
sponding fuel consumption results are summarized in Table
IV. Notice that for β = 1.5[1/s], the CCC vehicle actually
has slightly better fuel economy over the claimed optimal de-
sign at β = 1.15[1/s]. In order to understand this discrepancy,
notice that within the interval [0.5 1.5] the J2 curve is quite
flat. In this situation, the nonlinearities in (20,21,23,24,25)
can shift the optimal parameters. Still, the MPG from our
suggested design is very close to the best MPG.

To sum up, by simulations we justified that the MPG val-
ues match well with the contours of the objective functions.
The optimal design led to MPG values that are optimal or
very close to optimal.

V. CONCLUSION AND FUTURE WORK

In this paper we proposed a sequential optimization frame-
work for connected cruise control design, which exploit-
s information from multiple vehicles ahead. Case studies
demonstrated the effectiveness of the proposed CCC con-
troller in improving fuel economy of individual vehicles as
well as in smoothing traffic flow by enforcing the head-to-tail
string stability. In future work, we will to apply the proposed
optimization framework on more flexible and time varying
communication structures, and compare our parameter opti-
mization scheme to other optimization approaches.
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