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ABSTRACT
The Annual Meeting of the American Association of Geographers (AAG) in 2023 marked a five-year milestone since the first Geospatial Artificial Intelligence (GeoAI) Symposium was held at AAG in 2018. In the past five years, progress has been made while open questions remain. In this context, we organized an AAG panel and invited five panellists to discuss the advances and limitations in GeoAI research. The panellists commended the successes, such as the development of spatially explicit models, the production of large-scale geographic datasets, and the use of GeoAI to address real-world problems. The panellists also shared their thoughts on limitations in current GeoAI research, which were considered as opportunities to engage theories in geography, enhance model explainability, quantify uncertainty, and improve model generalizability. This article summarizes the presentations from the panellists and also provides after-panel thoughts from the organizers. We hope that this article can make these thoughts more accessible to interested readers and help stimulate new ideas for future breakthroughs.

1. Introduction
Geospatial artificial intelligence (GeoAI) is an interdisciplinary field related to a wide range of disciplines, such as geography, GIScience, computer science, data science, remote sensing, Earth system science, urban planning, civil engineering, and public health. With the potential to advance solutions to societal challenges, GeoAI research has received tremendous attention from both academia and industry (Hu, Li et al. 2019; W. Li 2020; Gao 2021; Chiappinelli 2022). In the Annual Meeting of the American Association of Geographers (AAG) in April 2018, the first AAG GeoAI Symposium was held to facilitate the exchange of ideas and promote research on this topic. A series of GeoAI Symposia were organized in AAG in the following years. Another thread of activities that were held in parallel is the GeoAI Workshop series that we organized at the Association for Computing Machinery (ACM) Special Interest Group on Spatial Information (SIGSPATIAL) conferences, with the first ACM SIGSPATIAL GeoAI Workshop held in November 2017 (Hu, Gao et al. 2019; Lunga et al. 2022; Mao et al. 2018). The AAG GeoAI Symposium series and the SIGSPATIAL GeoAI Workshop series complement each other in that the former attracts more participants from the geography community while the latter draws more participants from the computer science community. These symposia and workshops, along with many other efforts such as special issues in the International Journal of Geographical Information Science (Janowicz et al. 2020), Transactions in GIS (Mai, Hu et al. 2022), and Geoinformatica (Gao et al. 2023), have contributed to the remarkable growth of GeoAI research in recent years.

The Annual Meeting of AAG in 2023 marked a five-year milestone since the first AAG GeoAI Symposium in 2018. In the past five years, we have witnessed many advances in using GeoAI to address societal challenges, such as those related to disaster resilience (Peng et al. 2020; B. Zhou et al. 2022), public health (M. N. K. Boulos, Peng, and VoPham 2019; R. Z.; B. Zhou et al. 2022), ecosystem conservation (Ma et al. 2022; Nguyen, Kellenberger, and Tuia 2022), terrain analysis (W. Li and Hsu 2020; W. Li, Hsu, and Hu 2021), humanitarian mapping (Gaikwad et al. 2022; Lunga et al. 2018), geoprivacy protection (K. Boulos et al. 2022; Rao et al. 2021), transportation management (M. Li et al. 2019; Y. Zhang et al. 2020), and smart cities and communities (R. Wang and Biljecki 2022; R. Zhang et al. 2021). In addition,
methodological advances were also made to increase model explainability (Cheng et al. 2021; Hsu and Li 2023), improve spatial interpolation (D. Zhu et al. 2020), and develop spatially explicit models (Gupta et al. 2021; Mai et al. 2022). Meanwhile, various limitations remain, such as how to better incorporate human feedback (Zheng and Sieber 2022) and better engage and advance theories in geography (Janowicz, Sieber, and Crampton 2022).

In this context, we organized a panel in the 2023 AAG GeoAI Symposium, and invited five panellists to discuss the progress made in GeoAI research so far and potential future directions. Before the panel session, we sent four questions to the panellists, which served to guide the conversation and provide a general theme for the panel. The four questions were:

- Which areas do you think GeoAI research has excelled in over the past five years?
- Which areas do you think GeoAI research has fallen short or could benefit from further improvement?
- What advancements in GeoAI research would you like to see in the next five years?
- Any other thoughts you would like to share?

In the following, we summarize the thoughts shared by the five panellists and also those from the organizers after the panel. We note that this paper is intended to be a position paper or comment paper, in which we summarize the thoughts shared by scholars from different perspectives and present these thoughts to more researchers, especially those who cannot attend the 2023 AAG GeoAI panel session in person. For a comprehensive survey of the GeoAI literature, interested readers may refer to review articles, such as Gao (2021), Zhu et al. (2017), Liu and Biljecki (2022), and Yuan et al. (2020).

2. Thoughts from the panellists

2.1. Thoughts from Michael Goodchild

AI has exploded into the public consciousness over the past five years, most recently with the public furore over ChatGPT, and GeoAI has seen similar growth. But while the term ‘GeoAI’ may date from only about five years ago, interest in the applications of AI to geographic research has a much longer history. Dobson was writing as early as 1983 about what he termed ‘automated geography’ (Dobson 1983), and in 1986 the National Science Foundation (NSF) identified ‘artificial intelligence and expert systems’ as one of the five research areas of its proposed National Center for Geographic Information and Analysis (Abler 1987). Openshaw and Openshaw’s book Artificial Intelligence in Geography (Openshaw and Openshaw 1997), collecting much of the extensive work on AI by the authors and others, appeared in 1997 and according to the publisher’s blurb marked ‘the beginning of the AI revolution in geography’. To be sure, the term ‘GeoAI’ was coined and came into widespread use only about five years ago, but it captured and helped to integrate what had already accumulated as a large and extensive body of work.

So how should we understand this recent surge of interest in GeoAI? Is the coining of the term perhaps having a stimulating effect similar to that of the coinage of ‘GIS’ in the late 1960s? Or have we reached some threshold in the availability of massive quantities of geospatial data, or high-performance computing power, or ready-to-use software? Or is something much more fundamental at work?

Dobson, the Openshaws, and other early enthusiasts were clearly seeing AI as a means of advancing spatial analysis, by enabling the analysis of larger data sets at a time when computing resources were severely constrained, by permitting researchers to examine large numbers of competing hypotheses, or by automating repetitive human activities. The fundamental objectives of spatial analysis remained as they had been since the early days of the quantitative revolution: a search for understanding and explanation, and the discovery of the principles by which the human and environmental worlds operated. The basic tenets of science, including reproducibility and replicability, openness, and the nomothetic search for simple processes that apply everywhere and at all times, remained firmly in place.

But GeoAI as it is understood today seems to me to be causing a major disruption, by questioning and augmenting this simple sense of purpose that had endured for more than half a century. I would like to give three examples. First, much of the excitement over AI from 10 or so years ago concerned its apparent success in predicting the stock market, the weather, and outbreaks of flu. Yet, prediction has never been a central goal of science, and critics labelled such applications as ‘curve-fitting’ (Pearl and Mackenzie 2018), a general lack of transparency and generalizability, and of little interest to science. Second, many applications of GeoAI focus on an operation that often appears in GIS functionality as ‘find similar’, the ability to search across space and sometimes time for instances that match a feature of interest. This is no more than an extended version of classification, powered often by high-performance computing, and very useful in classifying massive numbers of remotely sensed pixels. But conceptually it is a very simple
operation that is not likely to offer what scientists have traditionally thought of as explanation or understanding. Finally, the use of generative AI to create ‘deep fakes’, misinformation and disinformation, and various kinds of imaginary landscapes is certainly a powerful and interesting area of GeoAI, but hardly one that advances the traditional aims of geographic science.

These developments disrupt what was for more than half a century a community consensus on the purpose of spatial analysis and quantitative geography. They add new purposes, some that open commercial opportunities, others that present intellectual challenges for any geographic scientist, and some that pose important ethical questions. As such, they help us to understand what has happened in GeoAI in the past five years. It is important that we rethink the nature of science in the era of GeoAI, and the new purposes that underlie the culture of geographic science and will drive further developments in GeoAI.

2.2. Thoughts from A-Xing Zhu

My thoughts and comments will focus on the first and third questions, i.e. advances and challenges in GeoAI. Around 2015, I was asked to write a piece on artificial neural networks (ANN) in geography for The International Encyclopedia of Geography. In the summary section of that paper (Zhu 2017), I wrote a paragraph about three limitations in the applications of ANNs in geography at that time. First, it is expensive to obtain a large set of representative samples to train an ANN model. Second, the heterogeneity of geographic phenomena makes it difficult to generalize from one application to another. Third, it is difficult to understand the relationships between the input and output variables using an ANN model. ANN is a very small part of AI and GeoAI. One more point that was not included in that paper, which I would like to add here, is incorporating spatial structure of the input data as part of the training process. My comments are organized around these four points with the first two points focusing more on advances and the next two points focusing more on challenges.

First, we have made advances in collecting sample data for training AI models. As geographers, we know that it is time-consuming and labour-intensive to collect a large set of representative samples. One advance that we have made to address this difficulty is the utilization of volunteered geographic information (VGI) (Goodchild 2007), in which citizens contribute data on phenomena that they observe in the field, especially those phenomena that may vanish very quickly. The result of VGI is a vast amount of data that can be used to train models through supervised, weakly-supervised, or unsupervised learning. Meanwhile, VGI can have the issues of spatial bias that may affect the trained models. We have also made advances in this direction using similarity models to mitigate spatial bias in VGI and improve the trained model (G. Zhang and Zhu 2020). Spatial bias may be less of a concern for image-based machine learning problems, as sampling from remote sensing images would not suffer from spatial bias as much.

The second point related to advances is the incorporation of spatial structure. In this thread, it is great to see the works from Yan et al. (2017) and Li et al. (2021) who incorporated spatial structures into GeoAI models. Those spatial structures include not only spatial distance but also spatial arrangement that is highly important in the genesis of geographic phenomena. Spatial arrangement also largely affects the development and evolution of geographic phenomena. The incorporation of spatial structures, and the use of VGI to supplement training data are the two advances that I think we have made significant progress in, although there is certainly room for further improvements.

The third point, which is more related to challenges, is complexity tied to spatial heterogeneity. In their paper, Hu et al. (2019) discussed the challenge of model generalizability in GeoAI research, i.e. the difficulty for a model trained based on the data from one geographic area to be generalized to other geographic areas. The lack of model generalizability is an important issue for geographic studies, because many geographic phenomena are highly complex, and their spatial relationships vary across different geographic areas. Currently, our models are more like ‘average’ models that learn based on the frequency of data; meanwhile, we often have more training data from some geographic areas and less or no training data from some other geographic areas. Consequently, the model learns more about the geographic phenomena in areas where training data are more abundant. In addition, some phenomena happen less frequently (thus less training data), but they are still quite important. Thus, a challenge is how to train models so that they can still work in the geographic areas with less training data or for the geographic phenomena that happen less frequently. A possible solution is using the so-called similarity model (A.-X. Zhu and Turner 2022): instead of using training samples simply based on their frequencies, we can use them based on their uniqueness. To do so, we may need to first screen the training data to determine their uniqueness and contribution to the understanding of the particular problem.

Last but not least, model interpretability is still a major challenge in GeoAI research. By default, most machine learning models learn the relationships...
between the input and output variables in the form of model weights. Those weights are certainly important for the models to make predictions, but they do not provide much information for us to interpret those relationships. What can we do to make the results from machine learning more interpretable? This can be a challenge for GeoAI research to address in the coming years.

2.3. Thoughts from May Yuan

Artificial intelligence has been advancing very fast since the early 1990s, with progress made in models, such as artificial neural networks and convolutional neural networks, and algorithms, such as backpropagation developed to solve weights in multiple layers of neurons. Based on my role serving as a programme officer in NSF, the funding agency has been very supportive for AI-based research. If we search the keyword ‘AI’ in the NSF award database, we can find over 3,000 funded projects spanning through all directorates in NSF. Geography is under the NSF directorate of Social, Behavioral and Economic Sciences (SBE), and there are also many AI-based projects funded by NSF under SBE. How about funded projects related to GeoAI? A keyword search on ‘GeoAI’ in the NSF award database returned 10 awards. This is a relatively small number, and we would hope to have more GeoAI proposals to SBE and the NSF programmes that I serve, i.e. the Human-Environment and Geographical Sciences (HEGS) programme, the Human Networks and Data Science (HNDs) programme and the CyberTraining programme, all of which are very supportive for AI-based research. As of March 2023, HEGS programme funded three GeoAI-related projects, but we declined many more GeoAI proposals. So, why were certain proposals funded while some others were not? The key difference is whether the proposal is merely a data-driven exercise, i.e. simply applying some analyses to some data, or it involves innovative GeoAI approaches to answer important research questions. Proposals in the second group are more likely to be funded.

As the Editor-in-Chief of the International Journal of Geographical Information Science (IJGIS), I have been reading GeoAI-related paper submissions almost every day, and probably 95% of the submissions to IJGIS have some references to machine learning. The biggest challenge for me is to learn the growing acronyms that authors fashionably make in many manuscripts. However, if we really unpack those fancy acronyms, most of them appear as repackaging algorithms already established elsewhere with geographic coordinates or geographic variables as additional input. These submissions are neither innovative nor contributing to our understanding of geography: nothing wrong but nothing exciting. Figure 1 shows a word cloud visualization based on the titles of the papers accepted or published in IJGIS between January 2022 and March 2023. As we can see, there are a lot of papers related to ‘learning’, ‘method’, and ‘model’; meanwhile, the biggest word in this word cloud is ‘using’ which probably suggests many of our works are mostly using others’ algorithms. In sum, I think the GeoAI community has been trying to get up to speed in the past five years with trendy computational memes. It is time to attend to learning geography, incorporating geography into learning algorithms, and promoting curiosity-driven GeoAI research.

For the areas that GeoAI research has excelled in, I think we have successfully applied an expansive suite of machine learning algorithms to a wide range of structured and unstructured data in diverse domains across macro and micro spatial scales. However, most research that I was exposed to is limited to extracting facts, e.g. extracting spatial features and distribution patterns. While these facts are important, this line of research is like using data to create more data. Although we may think that we are discovering knowledge, we are in fact formulating existing data into new data from another perspective, or extracting higher level data from lower level data. For example, we have a lot of micro-location data (e.g. cell phone data and GPS data), and we may extract spatiotemporal trajectories and human movements from such data; we may further contextualize the extracted trajectories and movements to look at the geographic environments, transportation modes, and human activities. This is in essence a data assembling process from lower level data (i.e. micro-location data) to higher level data (i.e. trajectories, movement flows, community networks, and community zones), or aggregating location data across different spatial scales. To some extent, this type of research can be considered as acquiring additional data computationally, and only a small number of papers contributed new insights to improving our understanding of geography. Another area that GeoAI research has excelled in is treating spatial heterogeneity more effectively and more explicitly compared with research five years ago, and I think that is a major contribution of GeoAI.

For the areas that GeoAI research has fallen short, one area is model explainability. Our current research mostly focuses on the importance of input features for explainability, i.e. how important an input feature is for a model to make predictions, rather than the function or mechanism through which an input variable affects the model prediction. Researchers have already used
frameworks, such as SHAP (Shapley Additive Explanations), to improve our ability to explain the effects of input variables on model predictions, but the mechanistic processes of input variables and their interactions to generate model output remain difficult, if not impossible, to discern. Also, many GeoAI papers lack theories or hypotheses and are focused on finding patterns from data or making predictions, not leading to any new understanding. It is time to look into novel conceptual frameworks and general principles to make our results generalizable beyond the study area and case datasets. In this way, we create new knowledge rather than summarizing what we already know in a different aggregated level. In addition, I think that the AI learning paradigm has improved significantly over the years, from supervised learning, unsupervised learning, and transferred learning to reinforcement learning, and recently, we see much progress in self-supervised learning and transformers for natural language processing (NLP). While both supervised learning and reinforcement learning are constrained by the training data that are expensive to obtain, self-supervised learning can learn continuously and is less constrained by training data. Self-supervised learning may have important meaning to geography: due to spatial heterogeneity, an algorithm should not be fixed to a particular geographic location; when it is applied to other locations, the algorithm should be able to continue to learn in order to become effective in those new locations. Similarly, the idea of transformers may be adaptable to modelling geographic predictions over space and time.

Finally, there are three statements that I would like to share to help stimulate our thinking. First, the past, the present, and the future no longer help understand each other. Palaeontologists consider the past is the key to the future, while geologists assume the present is the key to the past. Model training basically operates on such a uniformitarian principle that uses data collected in the past to optimize parameters for improved predictions with data new to the model. However, with climate change, many geographic factors, relationships, and processes will change; in other words, the present may no longer be the key to understanding the past, nor may the past be the key to understanding the future. GeoAI models trained with and learned from the past data are unlikely to predict the present or the future well. After all, understanding, not prediction, is at the core of science. The overwhelming attention of GeoAI research on prediction does not advance science. Noteworthy, computational learning theories, such as VC theory by Vapnik and Chervonenkis (2015) and algorithmic learning theory by Gold (1967) set the foundation for
learnability in machine learning. What are theoretical foundations for machines to learn geography? Merely learning from data, GeoAI can quickly reach the limits of predictions in geography. Second, the cause may no longer occur before the effects. When looking at causal relationships, we often think that the cause has to occur before the effects. However, effects can be observed before the cause, known as backward causation in philosophy or retrocausality in quantum physics. Neuroscientists have also observed that the downstream neurons fire before the upper stream neurons. How about causality in geography? Understanding mechanistic and functional relationships among variables, processes and geographic contexts is essential to affirm causality. Can GeoAI progress from finding facts to explaining geography and discerning geographic causality? Finally, seeing may no longer be believing. This is probably rather straightforward given the many fake images and fake videos generated by AI nowadays. As distrust grows with increases in fake data, science is at risk. What kinds of GeoAI algorithms may help detect fake geographic data or estimate the level of data validity? I hope that these three statements can help us think more creatively about future GeoAI research.

2.4. Thoughts from Orhun Aydin

My thoughts on the progress of GeoAI are more from the perspectives of computer science theory and geoscience applications. In my view, the major advances of GeoAI in the past five years or so can be seen in three dimensions: data representation, statistical learning, and deep learning (Figure 2a). In terms of data representation, there are big wins powered by GeoAI. For example, sensor fusion has been instrumental for unlocking many remote sensing workflows; data encoding has enabled many downstream prediction tasks; and knowledge graphs have helped enrich representing spatial data in spatial learning tasks. There is also progress in exploratory methods, which I view as the intersection of statistical learning and data representation. These exploratory methods enable us to find patterns and also anomalies in data, and may

Figure 2. Advances and limitations in GeoAI research in the view of Orhun Aydin: (a) advances; (b) limitations.
motivate us to collect more data for our studies. In the area of statistical learning, there are remarkable advances in multiscale models, especially in the realm of geographically weighted regression (Fotheringham, Yang, and Kang 2017; Z. Li et al. 2020). Much progress was also made in graph-based models for prediction, clustering, and classification tasks. Graph models provide a rigorous mathematical and statistical framework to represent spatial relations based on geographic distances, virtual relationships, and others. Meanwhile, the development of spatially explicit models (Janowicz et al. 2020) makes space and spatial relations an inherent part of graph models. For the area of deep learning, there has been much progress in convolutional neural networks and image classification beyond the past five year timeframe of our focus here. Within the past five years, impressive progress was also made in multiscale models, spatial graph neural networks, and their applications in digital twins and social sensing.

In terms of what we can do better, we can still look at the three main dimensions, i.e. data representation, statistical learning, and deep learning (see Figure 2b). Model explainability is a critical issue and I have put it in multiple places in this figure. This is a big challenge, and increasing model explainability also requires model visualization. For data representation, the data in GeoAI may involve not only quantitative data but also data from other disciplines (e.g. qualitative data). Handling various types of data in mixed approaches may be an area of growth in the coming years. Also, uncertainty quantification is a challenge for both statistical and deep learning. We know that uncertainty exists in our data and models; yet, predictions from many machine learning models, such as random forests, are single values. We need better abilities to quantify, visualize, and communicate the uncertainties involved in those predictions output by our models.

In terms of exciting future directions, I think uncertainty is an important direction to pursue. When we start from raw observations (e.g. surveys and satellite imagery), we start with direct, but noisy, measurements. However, we often further process this raw data, e.g. by creating geographic indexes from the data, and the uncertainty increases as the data go through different levels of processing. The processed data is used in spatial analysis via numerical methods. Models also have their own uncertainties and assumptions. When the uncertainties of data meet the uncertainties of models, uncertainty propagates. If we are working on grand societal challenges, we also need to couple models of different systems, which further propagates the uncertainty. I believe that GeoAI plays vital roles in addressing today and tomorrow’s societal challenges, and it is important to improve our ability to quantify, visualize, and communicate uncertainty involved in our data, models, and processes.

Finally, the recent development of ChatGPT has triggered both excitement and concerns. The building block of ChatGPT is the transformer model (Vaswani et al. 2017) which has a clear structure with open-source code. GPT-1 still has a quite transparent model structure (Radford et al. 2018), but the latter models are more opaque, such as GPT-2 (Radford et al. 2019), GPT-3 (Brown et al. 2020), and GPT-4 (OpenAI 2023), probably due to their high business values to their companies. Such opaqueness is dangerous for scientific research, and we should try to keep our GeoAI models transparent while avoiding the GPT-4 route. I would like to conclude with a comparison between state-of-the-art NLP models such as ChatGPT-4 and an early model from robotics known as the Vaucanson’s Duck. Jacques de Vaucanson created this mechanical duck that could walk and eat like a real duck, a very early version of artificial intelligence. He created the duck in the 1700s, but did not reveal his design of the duck to anyone. An inventor who lived about 100 years after Vaucanson realized that the duck was built significantly different from how Vaucanson advertised it. I hope that the artificial intelligence that has seen massive development in the past decade due to its strength in open science does not go in a full circle, and the future GeoAI research will not be like the new Vaucanson’s duck.

2.5. Thoughts from Budhendra Bhaduri

There is an anecdote about the name of ‘GeoAI’. In the mid-2010s, I had a distinguished research fellow, Dr. Huina Mao, working at the [anonymous organization]. She was passionate about AI and did nice dissertation research on predicting the stock market using Twitter (Bollen, Mao, and Zeng 2011). She, along with Yingjie Hu, Song Gao, and several other colleagues, wrote a workshop proposal on AI and geospatial, and submitted it to the ACM SIGSPATIAL conference in early 2017. The proposal came back with a positive review but the organizers said they felt that the workshop name was not catchy enough. We had a discussion on this name issue, and we eventually decided to put ‘Geo’ in front of ‘AI’ to indicate the integration of geospatial and AI. That is how the first GeoAI Workshop and the name ‘GeoAI’ came out in the ACM SIGSPATIAL conference in November 2017 (Mao et al. 2018), and many of you in this community have made nice contributions to that workshop.

Regarding the successes of GeoAI research in the past five years, one major success is the production of the
incredible amount of rich geographic data created at the global scale, which did not exist before. Those rich data can be largely attributed to the development of GeoAI. We have done remarkable work in object recognition and functional mapping based on remote sensing images. We have also explored temporal sequential data to uncover landscape processes, such as agricultural and urbanization trends. Another success of GeoAI is that it brings the geography community closer to the computing community. We have seen good integrations of geographical research with high-performance computing, including some of the largest machines in the United States such as Blue Waters and RoGer. We have also seen trends in industry that integrate computing and geography, such as Google Earth Engine and Microsoft Planetary Computer. Many applications, including disaster response and human security, have significantly benefited from having the rich geographic data and the ability to process those data at a fast pace.

Regarding limitations in GeoAI, one limitation in my view is that a majority of our research is still focused on image processing. This limitation is probably due to data availability, i.e. there exists a vast amount of satellite and airborne imagery (e.g. the Landsat archive) covering the entire planet. So far, we have not seen much research on vector data but there is potential. A second limitation is that our GeoAI models are largely inflexible. They are often sensitive to human labelling, and we have made only limited progress in automated data labelling. It is difficult for a model to generalize from one source of images to another, which often have different spectral features. Models are also fragile to the varied image quality from different data sources. Third, current GeoAI models lack higher level reasoning to help us interpret the results. This is related to model explainability. Here is one example from our own human settlement mapping work at ORNL. Figure 3(a) shows different types of neighbourhoods derived by a GeoAI model from satellite images where different neighbourhoods seem to have general correspondence with size of structures. However, Figure 3(b) shows one confusing result output by the trained model. After a careful examination of the result, we still could not explain this result since little difference in settlement structures or texture is observed between the two regions. It is difficult to know whether this separation is correct at this moment. It could be a misclassification due to the limited generalizability of the trained model, or the classification could be reasonable given the existence of some more structured buildings in the upper right of the blue region. As the current model does not provide an explanation of how it made such a classification, it is difficult to assess and interpret this result.

For future research opportunities, there has been much interest in foundation models recently. A GeoAI foundation model may be pre-trained with large amounts of images and other data from different sources (e.g. different satellites and sensors), which may mitigate expensive sampling requirements for particular tasks. In addition, we may also want to further understand uncertainties in data and models, and address adversarial threats such as fake images generated by AI. Future GeoAI research may also focus on edge deployment, i.e. deploying GeoAI models not in

Figure 3. An example of the difficulty in interpreting the results of human settlement mapping: (a) pink and blue colors representing two different types of neighborhoods where boundaries seem to follow building morphology; (b) a confusing separation boundary output by the trained model with no apparent change in settlement structures, which makes the result challenging to explain.
lab computers but in devices with limited-communication and low-power settings (e.g. drones). In this direction, our group at ORNL recently started experimenting with deploying object detection models in drones to check the status of electric poles after a hurricane. Another future opportunity is in forecasting and generating anticipatory scenarios. For example, can we accurately forecast the land use and land cover in the next 20 and 30 years? Finally, another possible opportunity that I have been thinking about is whether we can develop GeoAI models that can go beyond our human’s sensing capability and our currently best sensor technologies. For example, can new GeoAI models predict the existence of certain geographic phenomena that cannot be captured by our human eyes or the best sensor technologies of our current time?

3. After-panel thoughts from the organizers

After the panel session, the organizers also shared their thoughts on important issues raised by the panellists. One important issue that has been commented on by all panellists is model explainability. While progress has been made in explainable AI, existing explainability research often focuses on explaining the prediction results of AI models, e.g. why an image classification model classifies an image to cat not dog, rather than the associations or causal relationships between input and output variables that much scientific research cares about. Furthermore, machine learning models often ingest a large number of input variables and disregard potential correlations among these variables. While this is probably fine from a prediction perspective, explainable AI may need to unpack the dependency among input variables. Filling these needs may require efforts to explore existing explainable AI methods (e.g. rule-based, gradient-based, layer-based, spectral-based explanations), improve these methods, and eventually increase model explainability. Some nice efforts have been made by researchers in this direction (Cheng et al. 2021; Z. Li 2022; Hsu and Li 2023; Xing and Sieber 2023). In addition, we may also need to demonstrate the benefits of explainable GeoAI to the wider research community to increase community adoption. Why should researchers and decision makers use more complex GeoAI models, instead of the simpler and more widely accepted models (e.g. regression models)? Or what new insights can GeoAI models bring in for explanation beyond what existing models can offer? Answering these questions is necessary for demonstrating the value of explainable GeoAI and increasing its adoption.

Both methodological developments in GeoAI and using GeoAI methods to address societal challenges have been commented on by the panellists. These two parts of GeoAI research should go hand-in-hand in the coming years. It seems that methodological developments, e.g. incorporating spatial structures and developing spatially explicit models, have already received good attention from the GeoAI community. Meanwhile, using GeoAI to address societal challenges is sometimes simply referred to as ‘GeoAI applications’. When done properly, such research goes beyond merely ‘applying’ a model: it not only helps address real-world challenges but also reveals limitations of current GeoAI methods and informs future methodological development. In the recent initiative of NSF to establish National AI Institutes, the agency emphasizes the roles of both foundational research (focusing on developing methods and theories) and use-inspired research (focusing on situating methods under use cases that benefit society). We hope that GeoAI research follows a similar two-prong framework that forms a virtuous cycle in developing spatially explicit models (foundational GeoAI research), using the developed models to address real-world challenges and advance knowledge (use-inspired GeoAI research), and bringing the outcomes of use-inspired research back to inform methodological development.

Producing rich geographic data has been considered as both a success and a limitation of existing GeoAI research. On the one hand, research on producing data has important societal values for supporting decisions and enabling more research. Many U.S. federal agencies, such as the U.S. Census Bureau and the U.S. Geological Survey (USGS), have a mission to produce high-quality data, such as the socioeconomic data from the Census and digital elevation model (DEM) data from the USGS. Without such data, it will be highly difficult to carry out research in many disciplines and to inform decisions and policies based on scientific evidence. The Oak Ridge National Lab also maintains an important global population distribution dataset, LandScan, and GeoAI research played an important role in enhancing its data quality (ORNL 2022). On the other hand, GeoAI research should not be limited to data production but needs to further identify and fill knowledge gaps. This links back to the use-inspired GeoAI research discussed earlier, which has a direct connection to theories and knowledge gaps related to the use cases. For research that mainly focuses on methodological development, there typically also exist motivating use cases, such as those in urban studies, disaster resilience, public health, and transportation. We may need to carefully identify relevant theories and research questions in these motivating use cases,
and articulate how our research can contribute to advancing these theories, answering research questions, and informing new methodological development.

Uncertainty and model generalizability are two other areas that have been commented on by the panellists. Uncertainty has been long recognized as an important issue in GIScience (J. Zhang and Goodchild 2002), and researchers generally agree on the existence of uncertainties in both data and models. Unlike many statistical models, AI models often output a single value without providing a range of uncertainty. This result can be partly attributed to the fact that AI models often treat training data as simple data records, rather than samples drawn from distributions as most statistical models do. While some uncertainty quantification methods have been proposed for deep learning in the literature (Abdar et al. 2021), we may need to think about how to integrate and improve such methods in GeoAI research and how to measure the varying uncertainty across different geographic locations. For model generalizability, we typically want the trained models to be able to generalize to other geographic regions via little or no model adaptation (or few-shot learning and zero-shot learning using machine learning terminology). However, it is very challenging for GeoAI models to perform out-of-distribution learning tasks given the spatial heterogeneity and temporal variations of geographical phenomena (Goodchild and Li 2021). Self-supervised learning and foundation models have been suggested by the panellists as techniques to help improve model generalizability, and it is great to see early work on GeoAI foundation models coming out recently (Mai, Cundy, et al. 2022). Meanwhile, we also need to be wary about the opaque nature of foundation models, which may limit our ability to advance knowledge and pursue open science. How to leverage these and other recent AI techniques for social good and to advance theories in geography? That is an important direction for GeoAI research to explore in the future years.

4. Conclusions

The Annual Meeting of AAG in 2023 marked a five-year milestone since the first AAG GeoAI Symposium in 2018. In this context, we organized a panel and invited five panelists to share their thoughts on the advances and limitations in GeoAI research. This article summarizes the presentations from the panelists and also provides after-panel thoughts from the organizers. To conclude, we synthesize these thoughts to answer the four questions posed before the panel.

- Which areas do you think GeoAI research has excelled in over the past five years?

Three main areas of successes have been identified by the panellists. The first area is the development of spatially explicit GeoAI models, as commented on by Zhu, Yuan, and Aydin. These spatially explicit models take into account the special characteristics of geographic phenomena by incorporating spatial representations and can more effectively accommodate the spatial heterogeneity associated with most geographic phenomena. The second area is the production of large-scale geographic datasets, as commented on by Yuan and Bhaduri from two different perspectives and followed up in our after-panel thoughts. These large-scale geographic datasets (e.g., global building footprint data) might not have existed before and thus have practical value in enabling new research. The third area is the use of GeoAI models to address a wide range of real-world challenges, as commented on by Bhaduri and Yuan and also briefly discussed in the Introduction section of this article. Researchers have already used machine learning and deep learning models in many domains, from disaster response and national security to agricultural management and traffic forecasting. While these real-world problems are often formalized into classification or prediction tasks (as related to Goodchild’s comment), GeoAI does play a positive role in helping address them. In addition to the three main areas of successes, Zhu also commented on the successful use of VGI to supplement training data, and Bhaduri commented on the closer interactions between the geography and computer science communities and GeoAI-related developments in industry.

- Which areas do you think GeoAI research has fallen short or could benefit from further improvement?

Three main areas of limitations have also been identified by the panellists. The first area is the lack of engagement with theories in geography, as commented on by Goodchild and Yuan. Existing GeoAI research often focused on classification or prediction tasks, or on deriving more data products from original data. While these research efforts have their value, there is a need to further engage theories in geography, advance knowledge, and improve our understanding of geographic phenomena. The second area is the limited explainability of GeoAI models, as commented on by all five panelists and further expanded in our after-panel thoughts. More research is needed to make the results of GeoAI
models more interpretable to human experts, and to demonstrate the new explanations provided by GeoAI models beyond what existing and more widely accepted models (e.g. regression models) provide. The third area is the limited generalizability of GeoAI models, as commented on by the panellists from different perspectives. Zhu and Yuan commented on the difficulty of generalizing the models trained using data from one geographic region to another due to spatial heterogeneity. It is necessary to differentiate this limited generalizability from the development of spatially explicit models discussed previously. While a spatially explicit model may effectively accommodate spatial heterogeneity within a study region and a time frame (e.g. a city in one year), it may not generalize well to a new study region (e.g. a totally different city with distinct environment and infrastructure) or a different time period due to the temporal variations of geographical phenomena and therefore shows limited generalizability. Bhaduri commented on the difficulty of generalizing the models trained on images from one data source to those from other data sources, due to different image quality and spectral features. In addition to these three main areas of limitations, Bhaduri also commented on the limited research on other types of geospatial data beyond images (e.g. vector data), and Aydin commented on the need for data representation methods for a mixture of quantitative and qualitative data.

- What advancements in GeoAI research would you like to see in the next five years?

In addressing the previous panel question, our panelists have already identified limitations as opportunities for future advancements. Thus, topics discussed previously, such as engaging theories in geography, increasing model explainability, and enhancing model generalizability, are all important directions and opportunities for future GeoAI research. In addition, two more areas have also been discussed by the panellists. The first area is quantifying uncertainty, as commented on by Aydin and Bhaduri and followed up in our after-panel thoughts. Given the existence of uncertainty in data and models and the multiplication effect when different models and data are used together to address grand challenges, how can we best quantify, visualize, and communicate uncertainties in GeoAI research? The second area is leveraging recent AI methods and techniques, as commented on by Yuan and Bhaduri. For this area, it is exciting to see many GeoAI researchers are already exploring cutting-edge techniques, such as foundation models, and it is probably reasonable to believe that this trend will continue in the near future.

- Any other thoughts you would like to share?

The panellists also shared some stimulating thoughts. Goodchild posed the question: why did we witness the ‘GeoAI phenomenon’ despite much early research on AI and geography in the 1980s and 1990s? Is the recent surge of GeoAI research due to the coin of the term ‘GeoAI’, the availability of massive data, or something more fundamental? Yuan shared three statements for helping think out-of-the-box. These statements serve as reminders that training data in the past may not predict the future, effects may occur before the causes, and data may not be real. Finally, Aydin shared the story of Vaucanson’s Duck and encouraged transparency and open science in future GeoAI research.

These four questions and their answers are further summarized more concisely in Table 1:

To sum up, this article compiles and synthesizes the thoughts from the panellists and organizers from the GeoAI panel at the 2023 AAG Annual Meeting. We hope that these thoughts can help stimulate new ideas in the field, and we look forward to new advancements in GeoAI research in the next five years and beyond.

Table 1. The four questions and their answers summarized as itemized points.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answers</th>
</tr>
</thead>
</table>
| Which areas do you think GeoAI research has excelled in over the past five years? | - Development of spatially explicit GeoAI models  
- Production of large-scale geographic datasets  
- Use of GeoAI models to address a wide range of societal challenges  
- A lack of engagement with theories in geography  
- Limited explainability of current GeoAI models  
- Limited generalizability to new geographic areas and data sources  
- Improving over the limitations identified above  
- Better quantifying, visualizing, and communicating uncertainties  
- Exploring and leveraging emerging AI methods |
| Which areas do you think GeoAI research has fallen short or could benefit from further improvement? | - The ‘GeoAI phenomenon’ and why it happened  
- The intricate relations among data, predictions, causes, effects, and the real world  
- Transparency and open science in GeoAI research |
| What advancements in GeoAI research would you like to see in the next five years? |  
| Any other thoughts you would like to share? |  
| Any other thoughts you would like to share? |  
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