The Cognitive Psychology of Missed Diagnoses
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Cognitive psychology is the science that examines how people reason, formulate judgments, and make decisions. This case involves a patient given a diagnosis of pharyngitis, whose ultimate diagnosis of osteomyelitis was missed through a series of cognitive shortcuts. These errors include the availability heuristic (in which people judge likelihood by how easily examples spring to mind), the anchoring heuristic (in which people stick with initial impressions), framing effects (in which people make different decisions depending on how information is presented), blind obedience (in which people stop thinking when confronted with authority), and premature closure (in which several alternatives are not pursued). Rather than trying to completely eliminate cognitive shortcuts (which often serve clinicians well), becoming aware of common errors might lead to sustained improvement in patient care.


The Problem of Missed Diagnoses

This case begins with an unexpected and dramatic finding—positive blood cultures in a patient who received an initial diagnosis of viral pharyngitis. The case does not describe what motivated the providers to double-check their initial diagnosis by obtaining blood cultures. Perhaps blood cultures were routinely ordered in this particular emergency department, a practice that would emphasize sensitivity (few patients with bacteremia will be missed) over specificity (many results will be contaminants or "false positives"). Perhaps the clinician identified something intangible yet unsettling in the patient’s presentation, a phenomenon often called the “eyeball test.” Regardless of explanation, the case exemplifies that misdiagnoses (for example, viral pharyngitis) can occur and can be corrected with follow-up.

The case is also notable for the scanty physical examination recorded. Ideally, a full physical examination should be documented in all patients; however, in reality, the record often omits details when patients present with findings that are not unusual or particularly worrisome, such as a sore throat. Indeed, charting the initial examination may seem inadequate only in hindsight, once a more complex diagnosis is established. Such insufficient chart notes frustrate many attempts to retrospectively reconstruct cases for the purposes of education, litigation, communication, insight, or creating new systems for error reduction (as in a root-cause analysis). Scanty documentation also suggests poor-quality care, but the relationship between charting and other quality problems is uncertain (1–4).
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Cognitive psychology of diagnostic reasoning

Cognitive psychology is the science that examines how people reason, formulate judgments, and make decisions. The term “science” implies that cognitive errors may be predictable in some situations—not the result of ignorance or the acts of a few bad performers. Instead, some pitfalls are sufficiently systematic that most people repeatedly make them in both routine and extraordinary situations. Thus, suspending a clinician after a missed diagnosis on the theory that he or she is simply a poor diagnostician may do little to improve future patient care. When the error results from cognitive errors to which all clinicians may fall prey, a replacement clinician may be just as fallible (5). The goal, therefore, is not to demonize or deny such errors in medical decision making but to understand how these mistakes typically are made and to take corrective action to avoid them.

Unfortunately, the seemingly straightforward goal to learn from mistakes is difficult. Some forms of errors, such as miscommunication, can be reduced through direct, unambiguous feedback and system controls (for example, wrong-patient errors can generally be achieved through read-backs and mechanistic constraints) (6). Selected technical procedures (for example, intravenous line insertion) offer a similar opportunity to immediately see one’s mistakes and improve. Learning from past diagnostic errors, by contrast, presents greater difficulty because the mistakes may often be too distal in time or place for the erring clinician to be aware of them (no less to learn from them). In the case of viral pharyngitis, past misdiagnoses may not come to light at all (for example, the true diagnosis of sinusitis is never established) or the patient may return to see a different clinician. One might argue that the second clinician could learn from the mistakes of the first clinician, but such cases are often obvious only in retrospect, thus limiting the lesson (for example, florid Candida esophagitis is easy to diagnose once conservative therapy has failed and the condition has progressed).

Bayesian reasoning is an alternative way to learn from mistakes by numerically expressing uncertainty as a probability for each decision point. Its main strength is to provide a language and logic for considering potential diagnoses by using numerical representations of the relevant uncertainty. Its primary limitation is a lack of reliable data to characterize unique patients or, even when such data are available, the complex process of interpreting subtle interactions. In this case, for example, the clinician’s subjective opinion of the probability of viral pharyngitis was not recorded and the patient’s objective probability of viral pharyngitis was not known. Hence, a discrepancy between perception and reality that would indicate faulty judgment is impossible to detect, let alone correct. More generally, Bayesian reasoning may replace faulty judgment with accurate data, but the clinicians in this case (like so many of their peers) did not use the more numerical approach.

Studying cognitive pitfalls in reasoning is a different way to learn from mistakes. Its focus is on the recognition of misleading intuitions. Consider, for example, an analogy between errors in vision and errors in thinking. When people view a road surface on a hot summer day, the mirage of water may appear in the distance. Regardless of effort, a person cannot help but see the optical illusion (and real problems can result if a driver acts on this impression and abruptly changes lanes). Drivers soon teach themselves that their eyes can be fooled, and they use this awareness to facilitate safer driving. The acuity of their vision does not increase; rather, drivers bring the insight gained from experience to the task and override their known fallibilities. Similarly, studying cognitive psychology may not lead to foolproof reasoning in all cases, but it may provide awareness that can help avoid predictable pitfalls in specific cognitive settings.

Shortcuts in reasoning

Many errors in diagnostic thinking seem attributable to shortcuts in reasoning, tempting teachers and clinicians to believe that eliminating such shortcuts would eliminate diagnostic mistakes. Yet cognitive psychology studies suggest that faulty judgments arise precisely because the underlying shortcuts are typically correct and produce the desired results with a minimum of delay, cost, and anxiety. By analogy, the hot road illusion persists because shimmering reflections on outside terrain usually, in fact, indicate water. In many patients, for example, odynophagia does resolve with the standard treatment for pharyngitis (for example, fluids and rest). Moreover, extensive deliberation for each case could induce substantial delays or excessive testing. Rather than discarding the shortcuts that serve well in the main, clinicians might be better served by recognizing the potential diagnostic hazards that arise from their reliance on specific shortcuts in reasoning and override them when appropriate.

The case, continued

Mr. Davis’s medical history was notable for Hodgkin disease, which was diagnosed 10 years earlier as stage IIA, after the patient had presented with cervical lymphadenopathy. He received combined-modality treatment with radiation and chemotherapy, with no suggestion of recurrence during follow-up. His oncologist regarded him as cured.

In addition, the patient had a long history of moderately severe lichen planus, for which he was followed in the dermatology clinic. Over the years, he had used various therapies, including over-the-counter creams to reduce pruritus, topical steroids, and phototherapy. He had been intermittently non-adherent with follow-up and treatment recommendations, and his pruritus had worsened in recent weeks.

On examination, his face was flushed and he appeared to be experiencing mild discomfort (which he attributed to neck and back pain). His temperature was 36.9°C. The remaining
vital signs were blood pressure, 170/90 mm Hg; heart rate, 98 beats/min; and respiratory rate, 17 breaths/min, with oxygen saturation of 97% on room air. He was alert and oriented, with no abnormalities of cranial nerves II to XII. His neck was supple with full range of motion. His oropharynx appeared normal, without pharyngeal erythema or exudate. His lungs were clear, and a cardiac examination revealed no murmurs. His abdomen was soft and nontender, with no hepatosplenomegaly. There was no warmth or swelling of the joints, and his back examination was described as unremarkable.

Skin examination was notable for scaling and erythematous papules on the wrists, as well as hyperpigmentation and hypertrophic plaques on the anterior legs. Scattered excoriations on the arms and trunk were consistent with the patient's recent pruritus. The patient had no needle-track marks suggestive of intravenous drug use or peripheral signs of endocarditis. The results of laboratory tests obtained at the time were as follows: leukocyte count, 9 × 10⁹ cells/L; hematocrit, 0.40; platelet count, 190 × 10⁹ cells/L; and sodium level, 133 mmol/L. Urinalysis showed 3 to 10 erythrocytes per high-power field, with 6 to 10 squamous epithelial cells per high-power field.

HEURISTICS

Cognitive psychologists refer to shortcuts in reasoning as “heuristics,” of which the availability heuristic is a prime example. Specifically, the availability heuristic leads people to judge likelihood by the ease with which examples spring to mind (7). A classic demonstration is to ask people whether the English language has more words that start with the letter “r” or more words that have “r” in the third position (8). Because people find it easier to retrieve words starting with “r” (for example, “red”) than words with “r” in the third position (for example, “car”), they incorrectly believe that there are more of the former than the latter (the actual ratio is about 1:2). Estimating the likelihood of a diagnosis with ease of recall is much more convenient than systematically collecting and memorizing probabilities from a rigorous epidemiologic study. Furthermore, the shortcut in reasoning is often appropriate, since familiar diagnoses tend to be those that are frequently encountered. In this case, the clinicians may have attributed the patient’s upper back pain and myalgias to viremia (without sufficiently considering other causes) because such an association is a familiar experience that comes easily to mind.

A second shortcut in reasoning—the anchoring heuristic—may also have occurred. This heuristic leads people to stick with initial impressions once they are solidly formed (9). Doing so is far easier than integrating the sensitivity and specificity of every new finding encountered. However, the anchoring heuristic is fallible because it conflicts with the scientific principle of checking for disconfirming evidence. A classic demonstration of the anchoring heuristic is to ask people with arthritis whether their pain is related to the weather. Many people can remember 1 day of intense pain and stormy weather and formulate an idea that the weather led to the pain. The association is compelling, so they may forget pain that occurred on a fair day and scrutinize future days with a predilection to confirm the pain–weather link. As a result, people become convinced of a relationship, even though studies find no consistent objective correlation (10). In this case, the clinicians may have set their impression around their initial tentative diagnosis of pharyngitis and become cognitively mired there, even after the back pain persisted and the positive blood cultures returned.

The case may also illustrate a third shortcut in reasoning that highlights how people confront complexity. The concept is called a framing effect, in which people tend to come to different decisions depending on how information is presented, or framed (11). A classic demonstration of framing effects is a study in which participants were asked to choose between surgery and radiation for lung cancer treatment (12). The outcome data appeared in a “mortality frame” for half of the participants (for example, “10% chance of dying”) and a “survival frame” for the other half (for example, “90% chance of surviving”). Otherwise, both groups received identical information. The main finding was that respondents’ decisions to elect surgery increased from 58% to 75% when the information was framed in survival rather than mortality terms. Through framing effects, small changes in wording alter decisions about management.

Substantial skill is required to both collect clinical findings and frame them correctly. Improperly framed data often underlie provider-to-provider miscommunication (for example, when the emergency department labels a patient as having pneumonia by framing the presentation as “fever, shortness of breath, and cough,” and the accepting physician does not consider pulmonary embolism despite clear lung fields that are evident on a chest radiograph). Even without provider-to-provider communication, clinicians may miss the diagnosis because they frame their own interpretation of cases and thereby do not consider alternative explanations. This patient, for example, could be legitimately framed as “pharyngitis, myalgias, and blood cultures positive for Staphylococcus” (which might lead the clinician to suspect a viral illness and contaminated blood cultures) or “fever, back pain, and hematuria” (generating a different diagnosis list, including hypernephroma, lupus erythematosus, and tuberculosis).

THE CASE, CONTINUED

A chest radiograph revealed a tortuous aorta, a normal cardiac silhouette, and no pulmonary infiltrates or effusions. Plain films of the cervical and lumbar spine showed degenerative changes but no acute fractures or lesions that might indicate malignancy.

Mr. Davis was hospitalized and started on a course of empirical vancomycin, which was replaced with intravenous...
naftillin when cultures identified methicillin-sensitive *S. aureus*.

On morning rounds the next day, Mr. Davis’s inpatient physician, Dr. Douglas, noted a new murmur, a II/VI holosystolic murmur heard best at the apex. Dr. Douglas ordered a transthoracic echocardiogram. A subsequent chart note from the same physician states “no murmur today; change from yesterday is no longer appreciated.” Transthoracic echocardiography performed later that day showed no valvular lesions or vegetations.

Mr. Davis’s symptoms improved, and, after 4 days of intravenous antibiotics, he was discharged to complete a 2-week course of oral dicloxacillin. The presumptive diagnosis was staphylococcal bacteremia secondary to excoriations from his chronic dermatologic condition. He was also given an appointment to see his primary care physician in 3 weeks and to have surveillance blood cultures drawn at that time. Dr. Douglas felt that the transthoracic echocardiogram ruled out endocarditis, especially in light of the fact that Mr. Davis reported feeling better, remained afebrile, and had a plausible portal of infection (the skin).

**The Next Error in Reasoning**

At this point in the patient’s course, the clinicians settled on their final diagnosis as sufficient to fully explain the situation—specifically, *S. aureus* bacteremia without abscess formation. The team apparently felt that the negative transthoracic echocardiogram, coupled with the patient’s response to antibiotic therapy, ruled out endocarditis. In addition, the negative plain films of the spine seem to have removed the possibility of osteomyelitis in their minds. Beyond these 2 exclusions, the clinicians generated a pathophysiologic explanation for the patient’s signs, symptoms, and laboratory findings—namely, *S. aureus* bacteremia secondary to excoriations. This creative and coherent stream of reasoning far exceeds the powers of even the most advanced existing artificial intelligence program and underscores the irreplaceable role of clinicians’ powers of reasoning.

In creating a coherent theory of the case, however, the clinicians also downplayed several dissonant notes. Staphylococcal bacteremia in an elderly patient who does not have diabetes mellitus is unusual and justifies some reconsideration. Lichen planus leading to bacteremia is also unusual and leaves unexplained why the situation had never developed previously. Moreover, the clinicians seem to have relied on negative findings on 2 diagnostic tests (echocardiography and the plain films of the spine) that both lack the sensitivity for their corresponding target diseases (endocarditis and osteomyelitis, respectively) to truly exclude those possibilities in any patient with more than a tiny pretest probability of the disorder (13–15). The apparent over-reliance on diagnostic technology results (and underappreciation of technology’s limitations) may be akin to blind obedience, which leads people to stop thinking when confronted with an apparent authority that may be human (for example, an assertive colleague) or technological (for example, an objective test result) (16).

The general pattern at this point exemplifies a particular form of anchoring bias, sometimes denoted as premature closure, which is characterized by a reluctance to pursue alternative possibilities once a commitment is made (17). Premature closure can be paradoxically more compelling in situations where several options are available. When just 1 alternative is available, generally it will be checked; when many alternatives are available, the inclination is to do nothing. A classic demonstration of premature closure when confronted by excess choice involves a hypothetical patient with hip pain being considered for orthopedic surgery (18). Half of the participants were told that the patient had not tried 1 medication (ibuprofen). The other half were told that the patient had not tried 2 medications (ibuprofen and piroxicam). Clinicians decided to forego medications completely far more often (72% vs. 53%) when 2 options were available rather than just a single option. Apparently, the difficulty in choosing between ibuprofen and piroxicam caused some respondents to give up on both medications. For this case, premature closure may explain the lack of a thorough search for a nidus of *S. aureus* since so many alternative possibilities were available (for example, osteomyelitis, endocarditis, and perinephric abscess).

**The Case, Continued**

Mr. Davis saw his primary care physician as scheduled. Although he reported that his symptoms had initially improved, his generalized fatigue and neck and back pain had recurred, and he now felt tingling sensations in his fingers and had difficulty urinating. He was not admitted, but laboratory tests were ordered and he was sent home. One of 2 surveillance blood cultures returned positive for *S. aureus*, so Mr. Davis was again called at home and referred to the hospital (this time for direct admission).

Mr. Davis again received empirical vancomycin (pending susceptibilities) and underwent urgent magnetic resonance imaging, which showed changes consistent with an epidural abscess and osteomyelitis at C6–7 accompanied by spinal cord impingement. Decadron was added to his medications and neurosurgery staff was consulted. A second transthoracic echocardiography performed during this hospitalization again showed no valvular lesions or vegetations. Mr. Davis was reluctant to undergo transesophageal echocardiography, and the physicians did not insist since he would receive prolonged antibiotics for his osteomyelitis anyway.

Mr. Davis declined the surgical intervention that was recommended by the neurosurgical consultant and the attending physician, and he elected instead to receive medical treatment only, with steroids for the spinal cord compression and a 6-week course of intravenous cefazolin. At the last follow-up, he reported some persistent paresthesias and mild weakness of

Downloaded From: http://annals.org/ by Vijay Aswani on 12/03/2017
his arms but no constitutional symptoms. Surveillance cultures on 3 subsequent occasions have been negative.

**Using Follow-up To Overcome Cognitive Fallibilities**

Follow-up may be a feasible strategy to prevent cognitive shortcuts from causing harm, since it allows clinicians to reconsider the entire picture from an alternative perspective (Table). For example, follow-up may offset the availability heuristic by providing an opportunity to verify with legitimate sources, such as MEDLINE; may mitigate the anchoring heuristic by providing more distance from initial impressions; and may counteract premature closure by allowing the clinician to reconsider the case when he or she is less fatigued. Many specific corrective strategies also have direct analogues to popular clinical maxims. Diligent follow-up is no panacea for mistakes in reasoning, but it allows for corrective intervention for the patient at hand and the opportunity to learn from mistakes for the benefit of future patients.

The caveat to follow-up is that it requires appropriate timing because some clinical problems are irreparable if they are delayed too long. When timed correctly, follow-up provides clinicians with all the joys of lucky hits (for example, cases in which the shortcut in reasoning proves correct and the physician seems brilliant). In addition, properly timed follow-up can make failures seem reasonable and anticipated (for example, by declaring “that’s exactly why I scheduled you for follow-up—I was worried that something else was going on”). Furthermore, follow-up is high in patient satisfaction, relatively low in cost, and congruent with the strongest traditions in medicine. Indeed, the general failure to follow up is the root cause that allows cognitive errors to sometimes run amok in human judgment and decision making.

A conventional summary of this case might stress “never forget osteomyelitis” and emphasize the need for a more exhaustive history and examination. A cognitive psychology review, in contrast, focuses on being aware of the shortcuts in reasoning that prevail in decision making. For example, framing effects can be construed, in hindsight, as the failure to document a diligent clinical assessment. Yet framing is indispensable to succinct and coherent communication. Insights based on cognitive psychology, arguably, can provide versatile and practical corrective strategies, such as the reminder to examine cases from alternative perspectives. By adopting such corrective strategies, clinicians can strive to intercept their own errors and activate robust solutions. In fact, far from discarding the shortcuts in reasoning, the seasoned clinician simply adds safeguards to minimize reflexive decision making in nuanced situations. For instance, coming to the emergency department, especially if the patient has access to any other site of care, might be a flag to consider a more serious condition than viral pharyngitis.

Ideally, scientific evidence would eliminate the uncertainty that leads to missed diagnoses in medical practice. However, perfect knowledge of relevant probabilities is unlikely, given the expense and delays in gathering medical information. Even if patients never declined any recommendation, it is not realistic to order magnetic resonance imaging in every case. Notwithstanding swift Internet access to the medical literature, the principles of evidence-based medicine are not universally practiced. Moreover, exuberant testing and exhaustive combing of the literature would probably generate an abundance of false-positive reports and conflicting data that would increase—rather than decrease—the cognitive load on clinicians. In the future, therefore, clinicians will continue to use shortcuts in reasoning, to experience them as double-edged swords, and to benefit from strategies that mitigate the potential harms.
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**Table. Selected Pitfalls Leading to Missed Diagnoses and Corrective Strategies**

<table>
<thead>
<tr>
<th>Circumstance and Pitfall</th>
<th>Classic Definition</th>
<th>Corrective Strategies</th>
<th>Clinical Maxims</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability heuristic</td>
<td>Judging by ease of recalling past cases</td>
<td>Verify with legitimate statistics</td>
<td>Pay attention to base rates: “If you hear hoof beats, think about horses not zebras.”</td>
</tr>
<tr>
<td>Anchoring heuristic</td>
<td>Relying on initial impressions</td>
<td>Reconsider in light of new data or second opinion</td>
<td>Think beyond the most favored: “If the patient dies unexpectedly, what would it be from?”</td>
</tr>
<tr>
<td>Framing effects</td>
<td>Being swayed by subtle wording</td>
<td>Examine case from alternative perspectives</td>
<td>Deliberately consider from another angle: “Let’s play devil’s advocate . . .”</td>
</tr>
<tr>
<td>Blind obedience</td>
<td>Showing undue deference to authority or technology</td>
<td>Reconsider when authority is more remote</td>
<td>Tactfully reconfirm human work (in case of human authority); assess test accuracy (in case of technology)</td>
</tr>
<tr>
<td>Premature closure</td>
<td>Espousing narrow-minded belief in single idea</td>
<td>Return to case when refreshed (if clinical pace allows)</td>
<td>Give consideration to extremes: “What’s the diagnosis that I don’t want to miss?”</td>
</tr>
</tbody>
</table>
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The evidence shows that short procedures, such as a lecture like this, are awfully limited in what they can do. One of my mentors, a man who won a Nobel Prize in economics for a great deal of this work, tells me that he still falls prey to every one of those cognitive illusions, so if they can’t be beaten out of Daniel Kahneman, I don’t think they can be beaten out of the rest of us—nor necessarily should they, because these things usually work so well. What can be beaten out of us, though, is this enormous sense of arrogance. In particular, I think adding in a spice of humility allows the opportunity for both circumspection and perhaps error interception. We all know that our eyes can play tricks on us, so that’s why we double-check and use assistive technology, such as eyeglasses.

Dr. Goldman: Do you have any reflections on how second opinions might play into this?

Dr. Redelmeier: Second opinions, and the opportunity to view things from an alternative perspective, can be remarkably helpful procedures, particularly for framing effects. But the opinion truly has to be independent. It can’t be groupthink, as is all too common in command structures. But, with framing effects in particular, there is some evidence that by suitably viewing things from community perspectives, it can help with some distortions.

A rheumatologist: One of the things I thought I heard you say is that misdiagnoses are not events from which you can learn, but if you look back at my own career, in fact, the most effective learning that I have done has been from my mistakes. In fact, when you were talking, you described a number of events that were mistakes from which you obviously learned a great deal. I’m not advocating making mistakes in order to learn, but I disagree that we don’t learn a lot from those mistakes that happen.

Dr. Redelmeier: I think it’s a great point, and certainly I learned a great deal from those mistakes. Sometimes you can learn the wrong message, of course. What I want to emphasize is that we make so many mistakes that we’re oblivious of, that we get lulled into a false sense of security. A classic example is that 90% of people believe that they are above-average drivers in skill. Of course, that is contrary to the laws of statistics. The genesis of the misconception, though, is that every time we inadvertently cut somebody off, we’re oblivious of that fact. We never get feedback from that error. Whereas everybody else who cuts us off, we’re painfully aware of, so that a lifetime of experience creates this impression that we truly are better than average drivers. The feedback of our mistakes often doesn’t get back to us, because people are afraid to report to us what we’ve done wrong. So that’s why after every talk I’ve given as a visiting professor here, I’ve searched out the chief resident and asked her, “How am I doing and what am I doing wrong?” You know, it’s been kind of awkward for her to give feedback. She’s been polite, so a lot of my mistakes will last a lifetime.

A rheumatologist: I think follow-up deserves special emphasis because many of us, as I like to say, make the same mistake over and over again and call it “experience.” So follow-up done correctly allows us not only to learn from our mistakes but also does something else, and that is to see the natural history of disease in this age of technological pervasiveness, given the uncontrollable urge to do a lab test or a high-tech procedure.

Dr. Redelmeier: I agree totally. This is particularly true when the length of time for the encounter is shrinking, so that you no longer have half an hour with a patient, you’ve only got 5 minutes. Then you maybe only have 2 minutes worth of work time, so that you then ask the patient to come back next week. In a 5-minute encounter, you can’t possibly get it right, so you must rely on a follow-up. In terms of the role of technology, I think that technology is a great big help. I’m a great fan of computerized lab reports and entries, but technology is a wonderful assistive device, never a panacea. We all have wristwatches, yet we’re all late for many, many sorts of things. Watches don’t solve the problem even if they do go a big way to helping people out.

Dr. Robert M. Wachter, Quality Grand Rounds Editor: One aspect of the case that struck me is that you essentially have 2 errors: The initial doctor says viral pharyngitis, which then gets replaced by the finding of Staphylococcus bacteremia; then, after some work-up that was probably inadequate, the diagnosis of osteomyelitis is missed. Do you think the finding of an initial zig decreases the chances that you will then find the second zag, because we are limited in how many surprises we are capable of keeping our minds open to?

Dr. Redelmeier: Yes, because of the exhaustion factor. We don’t really know what’s going on, and we still don’t have the final word on this patient, right? For all we know, there may be some sort of IV drug use going on in the background or some other process that we are yet to see—Mother Nature has no mercy. Just because we’ve identified and rectified the first 3 mistakes doesn’t mean that mistakes 4 and 5 aren’t out there as well. And it’s not just the zigs and the zags, it’s all these red herrings that are out there as well.