
  

                      Abstract 

In this paper we investigate tracking of the facial 

motions under free head movement and changing 

expressions. We address this problem by examining 

the geometrical relationship within the facial 

components in order to improve their tracking. The 

likelihood scores of each component are combined 

to get the overall likelihood. Condensation has 

been used as the tracking algorithm. Histogram of 

Gradients (HOG) features have been introduced 

for facial features representation of the eyes, eye 

brows & lips which are individually classified 

using Support Vector Machine (SVM). We 

experimentally show the effect of the number of 

tracked components on the overall accuracy of 

facial tracking. 

1. Introduction 
 

Face tracking is essentially motion estimation and 

acts as essential pre-processing  steps for high level 

applications in Surveillance, Biometrics (face 

gesture recognition), Multimedia systems (Video 

Games, video Conferencing) and Face recognition 

in videos. Face Tracking can be classified into two 

approaches:  Global and Local. Face Tracking 

using Global features have been extensively studied 

in [1][2][3][4][5][6][7] which have used features 

based on Color, Contour, Shape, Texture and 

Probabilistic PCA. Local based approach 

[8][9][10][11] have used facial components, 

represented by features like Color, Contrast 

Histogram  and Active Appearance model.    

Generally, Face tracking algorithms approach is to 

improve on the tracking by using different features 

(local or global) and different tracking algorithms. 

We propose to investigate the geometrical positions 

of facial components (eyes, eye brows) and 

underlie the relative significance of them in order 

to enhance tracking.  

There are two main important contributions in this 

paper. First, importance of the geometrical position 

within the facial components is highlighted. 

Second, we introduce HOG features for 

representing facial components along with SVMs 

for tracking. Depending on the expression of a 

person, relative position of the components vary, 

which affects the overall performance of tracking. 

Facial components can be effectively represented 

by the distribution of local intensity gradients or 

edge directions. HOG have been used by [12][13] 

for face recognition and human detection. We split 

the face into components (Fig 1) and train SVM 

classifier on each component.  
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Fig1: Facial Components considered:  Eyes, Eye Brows 

&Lips (a) contains 3-components & (b) contains 5-

components. 

 

2. Component Representation  
 

The HOG (Histogram of Oriented Gradients) 

feature represents the distribution of the gradient 

magnitude and orientations of the pixels in an 

image. The descriptor is implemented by dividing 

the image into overlapping cells, each contributing 

the edge orientation for the pixels within the 

cell,fig(2).In this paper, we assume the centre of 

the image as the landmarks point. Hence, the HOG 

descriptor is the last part of the SIFT algorithm as 

we do not need to find the key point. The descriptor 

is scale invariant as it operates on localized cells.  

For every each pixel I(x,y) gradient magnitude 

G(x,y) and orientation θ(x,y) is computed using the 

following equations: 

 

𝑝𝑥(𝑥, 𝑦)  =  I (x+1 , y) – I(x-1 , y)        (1) 
𝑝𝑦(𝑥, 𝑦)  =  I (x , y+1) – I(x , y-1)                       (2) 
     

G(x,y) =    𝑝𝑥(𝑥, 𝑦)2 + 𝑝𝑦(𝑥, 𝑦)2                         (3) 
θ(x,y) =   arctan(𝑝𝑥(𝑥, 𝑦)/ 𝑝𝑦(𝑥, 𝑦))                  (4) 
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We divide the gradients into b = 9 bins of size 2π/9 

in the range [-π, π].  Each HOG descriptor of an 

image is a histogram of gradients binned according 

their respective orientations. The combination of 

these histograms then represents the descriptor. In 

our case we have 4 overlapping cells each 

contributing 9 orientations. Hence, the 

dimensionality is 4x9 = 36.  

 

                              
 

       
 

                                   
 

Fig2.  The spatial lattice of a HOG descriptor centred on 

the lip. (4 overlapping cells).  

 

A Gaussian window is centred at the image with 

standard deviation half the extension of the spatial 

bin range. The contribution of each pixel gradient 

to the histogram is weighted by the gradient 

modulus and its distance from the Gaussian 

window. The contribution is tri-linearly 

interpolated with the surrounding bins. Tri-linear 

interpolation distributes the weight w of the bin 

h(x) into two nearest neighbours (x1&x2) as 

follows, where b=9. 

   

h(𝑥1) = h(𝑥1) +  w (1 - 
𝑥−𝑥1

𝑏
)                                (5) 

h(𝑥2) = h(𝑥2) +  w ( 
𝑥−𝑥1

𝑏
)                                     (6) 

 

Gaussian windowing and tri-linear interpolation 

increases the robustness of the descriptor. To 

handle variance in the illumination HOG feature 

vector v is normalized using the following equation 

 

v = v /  |𝑣|2 + 𝜀2                                              (7) 
 

ε is the small normalization constant to avoid 

division by zero. 

 

3. CONDENSATION - Tracking By Parts  
 
CONDENSATION [14] stands for "Conditional 

Density Propagation" and is based on particle filter 

techniques in order to track objects. Density 

represents a probability distribution of the location 

of the object. It is based on factored sampling, a 

method that aims at transforming uniform densities 

into weighted densities, but applied iteratively.  
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Fig 3: Bayesian Networks used in the Tracking by parts 

tracking algorithm. Each BN is a single chain. First BN 

combines the observation from eyes & brows to obtain 

the likelihood. Second and Third BNs compute 

likelihood using one component.      

 

We have divided our tracking algorithm into two 

parts: 3-component and 5-component based. Each 

component is represented by a single chain BN as 

shown in Fig3.  State estimation of each component 

is independent of each other. Eyes and eye brows 

are tracked together by using the first BN as we 

consider the spatial coherence between the two 

components. Using the second BN, combined patch 

of Eye and Eye brow is tracked.  Both the left and 

right eye & eye brows are tracked independently. 

To track lips we use the third BN. Tracking by 

parts approach has been used by [15][16][17]. 

In the 3 component based approach we have used 

2
nd

 and 3
rd

 BN, shown in Fig3. We are using the 1
st
 

and 3
rd

 BN for the 5 component based approach. 

Using these combinations of Bayesian Networks 

we intend to study the geometrical relationship 

between eye and eye brows.  

 

3.1 Algorithm 

 

1: Use AdaBoost Classifier [18] to detect the face 

and separately initialize the tracking algorithm for 

each component (each component is initialized 

with 4 state variables: centre x&y coordinates and 

width & height) 

2:   Generate a set pi of weighted particles for each 

component of the face.  
 

      pi =  (s
i
t:n  , π

i
t:n )                                     (8) 

 

s
i
t:n is a particle and π

i
t:n is weighted associated to 

that particle. 
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3:  Update Weight 
 

 Calculate HOG features for each 

component and pass them to the 

SVM classifier to compute the 

likelihood score. 

 The joint likelihood of the 

weighted particles is the 

combination of all particles 

derived from each component. 

 

𝑝(𝑧𝑡   𝑥𝑡
1 , 𝑥𝑡

2)   =     𝑝(2
𝑖=1 𝑧𝑡

𝑖  |𝑥𝑡
𝑖)                                (9) 

 

Joint likelihood for eye and eye brow shown in the 

first BN of fig 3 is calculated using the above 

equation. For rest of the components, likelihood is 

simply represented by p(𝑧𝑡  
𝑖 |𝑥𝑡

𝑖).  

Weight update step is being shown in the dashed 

rectangle in fig 4. Values with greater weight span 

across a greater range in the cumulative 

distribution, thus elements with higher probability 

are chosen several times while others with lower 

probability are not chosen. CONDENSATION 

algorithm applies this factored sampling iteratively 

to successive image frames in sequence, and each 

iteration uses prior density as the weighted sample 

set of the last iteration. In our experiment we have 

used 100 particles for every iteration. The posterior 

p(𝑥𝑡 |𝑧1:𝑡) is calculated using Baye’s rule:  
 

  𝑝(𝑧𝑡 |𝑥𝑡 ) 𝑝(𝑥𝑡 |𝑧1:𝑡−1)    

 𝑝(𝑧𝑡 |𝑧1:𝑡−1) 
 

                                                                                                                                                                           

p(𝑧𝑡 |𝑥𝑡 ) is computed using equation 9. 
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                Fig 4: Flowchart of the part based tracking     

After the end of the weight update step, 

condensation algorithm returns a mean patch of 

each component which is computed using the 

posterior calculated using Baye’s rule. We compute 

the HOG features of each facial component and 

pass it to the SVM classifier (last two rectangles in 

Fig 4).  

 

Score1 =     𝑝𝑘
3
𝑘=1                                               (11) 

Score2 =     𝑝𝑘
5
𝑘=1                                               (12) 

Score1 represents the product of 3 components 

while Score2 combines the 5 components score. 

Maximum of the two scores from eq. 11 & 12 

represents the optimum tracking algorithm for that 

frame of video. Both the tracking algorithms run 

independently & parallel for each frame, and 

whenever we lose track in any one of them we 

reinitialize it using the step 1 of the tracking 

algorithm (3.1). 

 

4. Data Set 

                           

 

                  Eyes                                     Non Eyes 
 

              
           Eye Brows                            Non Eye-Brows 
 

              
                   Lips                                   Non-Lips 

 

                
              Eye & Brows                     Non-Eye& Brows 

 
Fig3: Images from Dataset used for training the SVM. 

 

We have extracted above images from The IMM 

Face Database - An Annotated Dataset of 240 Face 

Images [19] and videos in Mark Frank Dataset 

[20].  For each landmark point we have extracted 

250 images to capture all variations. We have 

trained the 2-class SVM [21] with radial basis 

function kernel. 
 

5. Results 

We have performed a series of experiments on the 

videos sequences from Mark Franks Dataset used 

in [17] having 600 frames and the resolution is 

720x480. To quantify the performance we have 

compared the performance of our algorithm 

separately with 3-component and 5-component 

based approach on Dudek sequence [22] shown in 

fig5. We measure accuracy every 10 frames by 

finding the area of intersection of the predicted area 

with ground truth.  
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Fig 6:  Results of Accuracy vs. Frame number (average 

accuracy of 88.67%) 

 

Fig 6 compares illustrates accuracy computed over 

5 videos from [17]. Initially, the accuracy is 

moderate, but once tracking algorithm stabilizes the 

accuracy increases. In these videos, we observed 

how their expression affects the tracking results,3- 

component based approach gives more accuracy for 

people who tend to bring eye & eye brow 

geometrically close in their expressions(illustrated 

in fig 7). 
 
 

              
      (a)                                    (b) 

 

 Fig 7: An illustration of the effect of geometrical 

relationship between the eye and eye brows on tracking. 

When they are apart, as in (a), 5-component based gives 

more accuracy and while they come close geometrically 

(b) 3-component based approach gives more accurate 

result.  

Figure 5: Tracking results on the Dudek sequence [22].(1st row : 3-component,2nd row-5component,3rd row-3&5 component) 

Errors are measured every 30 frames. Initially in first 3 sections the person’s eye & eye brows remain geometrically close, the 3-

component based approach dominates over the 5-component. In the final two sections, both components are apart, 5-component 

approach gives more accuracy. Overall accuracy in 3rd row is 92.45% while in 1st and 2nd its 71.4% & 77.4% respectively. 



6. Conclusion 
We have presented a comparison of component 

based approach for robust face tracking under free 

head movement and varying expressions. We have 

exploited the geometrical relationship between the 

eyes and eye brows by comparing their combined 

and separate scores.  The tracking problem has 

been formulated as Bayesian Network. Histogram 

of Oriented Gradients features along with SVM has 

been introduced for robust tracking. In the future 

work, we will extend our approach by interactive 

collaboration of the 3-component and 5-component 

based methods using weight sharing. 
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