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Abstract—A four-receiver degraded broadcast channel with  the receivers with a certain amount of worse channel quality
secrecy outside a bounded range is studied, over which atramit-  instead of being secured from the receiver with one levebaor
ter sends four messages to four receivers. In the model codsired, channel quality, which is not even well defined for continsiou
the channel quality gradually degrades from receiver 4 to reeiver  channel state. To be more explicit, we use an example to
1, and receiverk is required to decode the firstk messages for jjstrate the motivation of such a model. Consider a deegiad
k=1,...,4. Furthermore, message 3 is required to be secured o joaqt channel with infinite number of receivers, in Wwhic

from receiver 1, and message 4 is required to be secured from . .
receivers 1 and 2. The secrecy capacity region is establigsheThe h denotes the amplitude of the channel gain (the lafgehe

achievable scheme includes not only superposition, binninand ~ Petter the channel). In this case, it is impossible to rexthiat
embedded coding used in previous studies, but also rate sping ~ the message intended for receivers witkr 1, to be secured

and sharing particularly designed for this model, which is fiown  from receivers withh < ho, because no positive secrecy rate
to be critical to further enlarge the achievable region and @eable  can be achieved. Instead, it is more nature to require theat th

the development of the converse proof. messages intended for receivers with> hy to be secured
Keywords—Broadcast channdl, rate splitting, rate sharing, se- from receivers W|thh < hg — A, whereA >.0. We refer to
crecy capacity. such secrecy requirements as secrecy outside a bounded rang

In this paper, we generalize the three-receiver model stud-
. INTRODUCTION ied in [11] to the four-receiver degraded broadcast channel
with secrecy outside a bounded range. Our main result is the

Security arises as an important issue in wireless COMMUsgiapblishment of the secrecy capacity region for the mofiel o

nications due to the broadcast_nature. Such a practicat issu[h rest. Although our proof of the result may seem to only
was modeled as a degraded wiretap channel (i.e., a degradg ly fdllow techniques developed in [11], our exploratio

broadcgst channel) in Wyner's seminal work [11' n Wh'Ch.aturns out to show that the achievable techniques in [11] and
transmitter wishes to send a message to a legitimate receive previous studies of broadcast models in [6]-[9] are not

?2? ;V'iﬂez E:Ohla(ﬁﬁglthae T}ez.sfgel aseecru;e frr(z)rgcﬁn eaivzseir.oﬁ%yﬁcient for establishing the secrecy capacity regione Th
. - @ physt y pp W 'INefain technical novelty of this paper lies in designing rate

in [1] to satisfy the reliability and secrecy requirements.S o : . ; .
; : . plitting and sharing to enlarge the achievable regionyfich
The model was further generalized by Csisand Komer we are able to develop the converse proof to establish the

Idn [2] dto dbe .tt?]e gengcrjz_atl_ broladcast channel (nOt.nteC%SSda?lgecrecy capacity region. Furthermore, the techniquestef ra
egraded) with an additional common message intende plitting and sharing provide us more insight into the geher

?hoa{thsrﬁgill\éetr)setﬁ:?ggfulrli?grﬁl(zﬁéoetg\/eezg?gdeg;ﬂal HBSS  model with arbitrary number of receivers, which cannot be
P pper. concluded from the three-receiver case.

More recently, broadcast channels with various decoding
and secrecy constraints have been studied (see [3], [4] fog t
recent surveys for these studies). A multi-receiver extens

More specifically, in the model we study (see Figure 1),
ransmitter sends four messadés, W», W3, W, to four
receivers over a degraded broadcast channel with the channe

of the Wyners model was studied in [5], [6], in which a guality gradually degrading from receiver 4 to receiver &: R
transmitter broadcasts to a number of receivers, and alt MeRaiverk is required to decod®; W, for k= 1.2,3.4

sages negd to be securgd from an eavesdropper. Another cl thermore, the message; is required to be secured from
of extensions can be viewed as degraded broadcast chann? Seiver 1 ahd the messalé, is required to be secured from

with layered decoding and layered secrecy constraint$10}- receivers 1 and 2. Hence, in this network, each message is

in which the receiver with one-level better channel quality o, req from the receiver with two-level worse channeliual
is required to decode one more message, and this message

needs to be secured from the receivers with worse channel Our achievable scheme includes (1) superposition coding,
quality. In [11], a further extension of the model in [8] was which encodes each message into one layer in order to
studied, in which the message is required to be secure fromatisfy the layered decoding requirements at the four vecsi

the receiver with two-level worse channel quality, but moti  (2) embedded coding [12], [13], which exploits the secrecy
the immediate downstream receiver. Such a model is moreequirement outside a bounded range to use lower-layer mes-
practical when the channel has continuous channel quétlity. sages as random sources to secure higher-layer messages; (3
is more reasonable to require the message to be secured fraandom binning, which provides further randomness to secur



each message at its corresponding layer; and (4) rateirgplitt the messagél, needs to be kept secure from receivers 1 and
and sharing, which turns out to be critical for this model2 (see Figure 1).

to further enlarge the achievable region. Since the firsethr Ri onRs onRs onk

techniques are developed and utilized in previous studies, . tA (an 1,271,277, 27, n) code for the channel con-
next illustrate why rate splitting and sharing is usefulener SISts 0
Consider the case where layer 3 is sufficient to secure layer o Four message setd, € W, = {1,---,2"Bx} for k =

4. Random binning is then not necessary in layer 4. Hence, 1, 2, 3 4, which are independent from each other and each
simply using techniques for three-receiver model yieldsrtite message is uniformly distributed over the corresponding
of W, to be bounded by the decoding capability of receiver 4 message set;

given decoding of the three other messages. It turns out to be o A (possibly stochastic) encodg: W; x W, x Wy x
very difficult to develop the converse proof for the resugtin Wy — X7

achievable region, which suggests that such an achievable ¢ Four decodergy? : Vi — (Wi, - W) for k =
region may not be large enough. Indeed, the previous achiev- 1 2 3 4.

able scheme ignores the fact that under assumption of this . ] .

case, part of layer 3 (salj’3;) is good enough to secure the A Secrecy rate tupleR,, Ry, R3, R4) is achievableif there
remaining part of layer 3 (sals») and layer 4 from receiver €Xists a sequence dR"f,2"fz 2nfs 9nfi ) code such
2. Hence, W5, can be counted towards either the rdtg or  that both the average error probability

the rateR,, which provides the flexibility to enlarg&, and n_ 4 nvn
correspondingly the achievable region. Such an idea ntetiva P =Pr(Ui={(Wh, - W) # gk (Vi))) (2)

our development of splittingV; into two partsWs; andWs2  and the leakage rate at receivers 1 and 2
and sharingiVs, betweenR3 and R4. The converse for this

resulting achievable region can be developed, suggediaig t l](wg Wi Y2 |Wh) 3)

rate splitting and sharing are important for establishing t n Y

secrecy capacity region. lI(W4; Y2 Wi, Wa) (4)
n

The remainder of this paper is organized as follows. In o
Section 11, we introduce our system model. In Section Il, we90 t0 Zero as: goes to infinity.
present our main results and describe the main idea of the oyr goal is to characterize tisecrecy capacity region that
achievable scheme. In Section IV, we provide outline of thecontains all achievable rate tuples.
proofs of achievability and converse. Finally, in Sectioywé

conclude our paper.
pap IIl. M AIN RESULTS

II. CHANNEL MODEL Our main result in this paper is the following characteriza-
tion of the secrecy capacity region for the model of interest
Y, . o
W,WZ W, Tr?eorgmllh. Consider th% fouL recg(\a/der degrade((jj brq?):gqst
" Ly Decoder 3 1+ 7,7, channel with secrecy outside a bounded range as described in

X 1 - . .
el POLYaYs | X)) L Section 1. The secrecy capacity region consists of rate tuples
——*{ Decoder 2 >, WK, Yy capacity reg p
n "2 . .
i ow, wp, (B, Ba, Ra) satisfying
Ry < I(U1; Y1),

Fig. 1. The four-receiver degraded broadcast channel \eithesy outside a Ry < I(Ug' Y2|U1)
bounded range. - ’ ’
R3 < I(Us; Y3|Us)
In this paper, we consider a four-receiver degraded broad- + min (0’ I(Us; Ya|Uy) — I(Us; y1|U1))7
cast channel with secrecy outside of a bounded range (see
Figure 1). Here, a transmitter sends information to four re- Ry < I(X;Ya|Us) + I(Us; Y3|Uz) — I(X; Y2|U2),

ceivers over a discrete memoryless channel with the channel Ry + Ry < I(Us; Y3|Us) + I1(X; Yy|Us)
transition probability given byPy, v, v, v, x, in which X € X ) _ _

denotes the channel input, afi@1 e 3/,: denotes the channel + min (O’I(UQ’Y?|U1) - I(X’Y1|U1))’ ()
output at receivek, for k = 1,2, 3,4. The channel is assumed
to satisfy the degraded condition, i.e., the following Mark
chain holds:

for some Py,p,u,x such that the following Markov chain
holds

X 5 VioYs oYYy (1) U —-Uy—=Us3—-X Y, =Y =Y, =Y. (6)
Hence, the channel quality gradually degrades from recdive The major technical challenge for establishing the above
to receiver 1. secrecy capacity region lies in providing an achievabléoreg
good enough to enable the proof of converse. Here, we briefly
introduce our idea of the achievable scheme, which higtdigh

the technical novelty of our design. We provide more dedaile
proofs in Section IV.

The transmitter has four messagBg, W, W3, Wy in-
tended for the four receivers with the following decoding
and secrecy requirements. For= 1,2, 3,4, receiver k is
required to decode the messadés, ..., W,. Furthermore,
the messagél; needs to be kept secure from receiver 1, and Our achievable scheme includes the following ingredients:



1. Superposition coding: Due to the requirement of layered Ry < I(X;Yy|Us) + 1(Us; Y3|Uz) — 1(X; Ya|Us),
decoding, the messages are encoded using superpositien cod p, + R, < I(Us; Y3|Us) + I(X; Ya|Us)
ing with each layer corresponding to one message, i.e.r laye I—I(U Ya|UL) — I(X:YA|U) 7)
2,142\V1) — y 41 1

k corresponds tdV;, for k = 1,2, 3, 4.
As we comment in Section IV-B, it is very difficult to develop

2. Joint embedded coding and binning: Since the messagése converse proof for the bounly < I(X;Y;|U3) in the
do not need to be kept secure from its immediate downstreambove region. However, by using rate splitting and shatimg,
receiver, such a receiver's message can serve as a rand@wund is replaced by the bourgs + Ry < I(Us; Y3|Us) +
source for securing the higher layer message in addition t¢(X;Y,|U;), and the resulting region (5) is larger than the
stochastic binning. In fact, if such random source is suffiti  above region (7) (for a given distribution of auxiliary ramd
for securing the message, binning is not necessary. Morgariables). Furthermore, the converse proof for the newntlou
specifically,lV; serves as a random source to sedditefrom  on R; + R, in (5) can be derived, and thus establishes the
receiver 2 jointly with random binning designed at layerf4 (i region (5) as the secrecy capacity region.
necessary). Similarlyi/, at layer 2 serves as a random source
to securelV; and W, from receiver 1 jointly with binning at IV. TECHNICAL PROOF

layers 3 and 4 (if necessary). ) . . :
y ( ) In the following two subsections, we outline the achiev-

3. Rate splitting and sharing: We splits into two parts, ability and converse proofs. Further details can be found in
i.e., W31 andW3,. Such splitting exploits the opportunity (see [14].
case 1 in the proof of achievability), th&its; is sufficient to . N )
secure both¥s, and W, from receiver 2, and thus the rate of A. Proof of Achievability (Outline)
W32 can be counted towards the rate of eitfigg or Wy. In Fix a distribution Py, Py, 1, Py v, Px s Pys va.vs va X
this way, the rate region may be enlarged. We design the achievable schemes for two cases.

We note that joint embedded coding and binning is nec- 1) Case 1. I(Us; Y3|Uz) > I(X; Y2|Us).
essary here to exploi_t the secrecy req_uireme_nts only aitsid  random codebook generation: Randomly generate the
the bounded range (i.e., the secrecy is not imposed for theyqebook as follows:
immediate downstream receiver). Thus, messages intende
for receivers inside the bounded range can serve as randome Generate2™”* independent and identically distributed
sources for secrecy purpose. Such a scheme cannot be used (i-.d.) u7 with distribution]]?"_, p(u, ;). Index these code-
for the model in [9] where the secrecy is imposed for the — words asuf (w), wy € [1,2"7].
immediate downstream receiver. We further note that the e Foreachul(w:), generat@"#2 i.i.d. u with distribution
embedded coding here uses messages across superposition][;_; p(uz,i|u1,;). Index these codewords ag (w1, ws),
layers as random sources for secrecy, which is differemhfro wy € [1,2742], B
the original embedded coding [6] where the messages serving e For eachuf(w:,ws), generate2™? i.i.d. uf with dis-
as random sources are at the same layers as the messages beingribution [];__, p(us;|u2 ;). Partition these codewords into
protected. 2nHa1 pins. We further partition each bin int&"/s2 sub-
bins. Hence, there arg"(fs—Hsi—Fs2) o1 in each sub-
bin. We usews; € [1 : 2"31] to denote the bin number,
wsy € [1 : 2"F2] to denote the sub-bin number, and

In fact, using only the superposition and joint embedded
coding and binning is shown to be optimal (i.e., achieve
the secrecy capacity region) for the three-receiver model i Con(Ba—Rar—R : I
[11]. However, for the four-receiver model, such an achidwa éf € E ; el h;; . 3?)]dt0 ddergote the index W'th'ln the
scheme is not in a sufficiently good form for which the In. Hence, eacly; IS indexe y(wl’w2’w31’1%32’_ 3):
machinery of a converse proof is difficult to develop. The * For_eaC_hug(w_lvwaa;Lvshwszvls), generate2™"™ i.i.d.
major novelty of our scheme lies in developing rating siplijt ™ with distribution] [;_, p(x:|us:). Partition these code-
and sharing, which helps to potentially enlarge the achieva words into 2”4 bins. We usew; € [1 : 2"%4] to
region (at least enlarge the region for a given distribution  denote the bin numbet, € [1 : 27(#+=F4)] to denote
of auxiliary random variables). Consequently, the proof of the index inside the sub-bin. Index those codewords as
converse can be developed for such an achievable region, and "™ (w1, wa, w31, w32, I3, w4, l4), wy € [1,27F4],
thus the secrecy capacity region is established. The chosen codebook is revealed to both the transmitter

More specifically, without rate splitting and sharing, su-2and receivers.
perposition and joint embedded coding and binning yields an  Encoding: To send a message tugle, , wa, w31, wag, wy),

achievable region with rates satisfying the transmitter randomly and uniformly generatesc [1 :
on(Rs—Ron—R)] and [, € [1 : 2n(Fa-Fa)] and sends
Ry < I(Uy; Y1), ™ (wr, we, w31, Wz, I3, wa, l4).
Ry < I(Us; Yo; Ub), Decoding:
Ry < I(Us; Y3|U2)

e Receiverl claims thatw; is sent, if there exists a unique
+min (0, 1(Us; Ya|Uh) = (U3 Va[U1) ) @, such that

Ry < I(X; Yi[Us), (ut@1).9) € T (Puma).



Otherwise, it declares an error. the conditions (9) and (10) are satisfied.
e Receiver2 claims that(w,, w2) is sent, if there exists a

unique pair(s , @) such that Combining (8) and (11), we obtain the following achievable

region:
(ut(@1), ug (@1, @2), 43 ) € T2 (P,vava): Ry < I(U3; Yh),
Otherwise, it declares an error. Ry < 1(Us; Ya|Uh),
o Receiver3 claims that(iy , @,, @s1, Wsy) is sent, if there R31 + Rz < I(Us; Y3|Usz),
exists a unique tupléw, , s, W31, W32, I3) such that Ry < I(X;Y4|U3),
(u”(@ ), ul (@y, By), uf (Dy, D, D1, Dz, I3) n) R31 + R3p < I(Us; Ya|Ur) + I(Us; Ya|Uz)
1 1), Wo 1, W2), Us 1, w2, 311: 32,03 ayS _I(U3,3/1|U1),
€ T (Pu,ustsys): Rs1 + Ry + Ry < I(Us; Ya|Uy) + I(Us; Y3|Us)
Otherwise, it declares an error. + I(X;Y4|Us) — I(X; Y1|U1),
.thRecelve_rth claims thatgul,lwf,wg,l,v;uw,% I? sAent? if Ry < I(Us; Y3|Us) — I(Us; Ya|Us),
ere exists a unique tu —
such that a PleDL, Do, Do, B2y L3, B, ) R3az + Ry < I(Us; Y3|Uz) + I(X;Y4|Us)

— I(X; YalUa). (12)

We note that the above region use the fact thatrif =
I(Usz;Y5|Uy) can be achieved, any rate below this threshold
can be achieved by sending certain amount of information

(U?(@l)wg(@l,@z), uy (W1, Wa, W31, Ws2, [3),

T (w1,w2,w31,w32,ls,w4,l4),y4) € T (Pu,u,U5xv3)-

Otherwise, it declares an error. independent ofVs.

Analysis of error probability: It can be shown by the law of Rate sharing: It can be observed that’s, satisfies the same
large number and packing lemma that receivatecodes the decoding and secrecy requirementsiEg and hence its rate
messagesw , ..., wy) With asymptotically small probability can be counted towards, by subtracting the same rate from
of error for k = 1,...,4 if the following inequalities are Rs. Thus, we defindis = R3;, andR, = R3z2+R4. By adding
satisfied. these two rates to the above achievable region, and perigrmi

the Fourier-Motzkin elimination to removRs, R3o, and Ry,

Ry < I(Up; 1), we obtain the achievable region given in Theorem 1.
Ry < I(Us; Ya|Un), 2) Case 2. I(Us; Y3|Uz) < I(X;Ya|Us).
(
(

}33 < 1(Us; Y3|U2), Randomly generate the codebook as in case 1, and set
Ry < I(X;Y4|U3). (8) Rz, =0, Ry = Rs, and Ry, = Ry4. The encoding and
decoding procedures are similar to those of case 1.

Analysis of leakage rate: In this model, Ws3q, W3o, Wy
are required to be kept secured from receiver 1, 8@ndis
required to be kept secured from receiver 2. We note thatrund
the assumption of case 1, i.d(Us; Y3|Us) > I(X;Ys|Us),

Following steps similar to those in case 1 to analyze the
decoding error probability and the leakage rate, we obtaén t
@chievable region characterized by the following bounds:

part of W5 (i.e., W4,) is sufficient to secure the remaining Ry < I(Uy; Y1),

part of W3 (i.e., Wsy) and W, from receiver 2 without the Ry < I(Uy; Ya|Uy),

necessity of random binning in layet.4Thus, we strengthen Ry < I(Us; Y3|Us)

the secrecy requirements as follow§s,, W3, W, are kept 3= ?f’ 32l

secure from receiver 1, and/so, W, are kept secure from Ry < I1(X;Ya|Us),

receiver 2. Therefore, it is sufficient to show R3 < I(Us; Yo|Uy) + I(Us; Y3|Us)
1 o o — I(Us; YA|Uh),
EI(W317W32,W47Y1 [W1,C) =0, ) R + Ry < I(Us; Ya|U) + I(Us; Y3|Us)
1 . _ .
2 1(Waa, Wa; V3| W3, Wa, C) — 0, (10) (X3 YalUs) — I(X; Yi[U3),
n Ry < I(Us; Y3|Us) + 1(X;Y4|Us)

It can be shown that if Comparing the two bounds oR, in the above region, the

Ry + R3 — R3y — Rsy > I(Us; Y1|UY), bound Ry < I(X;Y4|Us) is redundant and can be removed

Ry > I(Us; Y1|U1) due to the assumption of case 2, whichlid/s; Y3|Uz) <
- e e I(X;Y>|Us). Thus, we obtain an achievable region that is the
Ry + R3 — Ra1 — Raa + R4 — Ry > 1(X; Y1|Uh), same as the capacity region characterized in Theorem 1.
(
(

R3 — Ray > 1(Us; Ya|Us),

~ - B. Proof of Converse (Outline)
R3 — R3y + Ry — Ry > 1(Uy; Ya|Us), (11)

Here we provide our main insight for proving the converse
1This is only true for securingVs from receiver 2. Random binning may With the details oml'gted due to the space limitation. Thé ful
still be needed for securinyy’s and Wy from receiver 1. proof can be found in [14].




To prove the converse, a natural construction of auxiliary
random variables is as follows:

(1]
= (W17 ) 2]
= (W W?a )a
:(W W2aW3aY371 Yl 1+1) [3]
= (le ‘/1/747}{4Z ! }/21+1) (14) 4]
4
which satisfy the following Markov chain:
U171‘ — U27i — U371' — U47i — Xi
— Yy = Y3, = Yo — Y, (15) 5l
fori=1,...,n. 6]

As we comment in Section lll, without rate splitting of
R3 and rate sharing betwedRs; and R4, we have the bound
Ry < I(X;Y4|Us) in the achievable region (7). However, it 7]
is very challenging to derive this bound for the given choice
of auxiliary random variablé/; ; in (14). More specifically, it (g
is difficult to justify msertlnng %41 into the conditioning of
the mutual information. But such a choice@f appears to be
necessary for showing other bounds in the achievable region[®]
Such dilemma motivates us to come up with the scheme of
rate splitting and sharing in the achievable scheme to cepla
this bound by bound o3 + R4 so that the converse proof [10]
can be established.

V. CONCLUSION (11
In this paper, we have studied a four-receiver discrete
memoryless degraded broadcast channel with secrecy eutsitt?
a bounded range. We have characterized the secrecy capacity

region of this model. We have designed an achievable sche
based on superposition, joint embedded coding and binning,
and rate splitting and sharing. Among the techniques, rate
splitting and sharing is critical for deriving a potentialarger
achievable region, for which the converse can be estaldlishe [14]

In the future, we plan to extend our results to the case
with an arbitrary number of receivers. For such a more génera
model, it is anticipated that rate splitting and sharing @ren
involved because one layer's message can be split intopteulti
components in order to be shared by rates corresponding to
higher layers. The procedure of Fourier Motzkin eliminatio
to obtain the resulting achievable region will also become
more complex. This suggests that new techniques need to be
developed to simplify the mathematical manipulations, aft w
as capturing the essence of the problem.
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