


the typical s, since s was earlier used for slope (derivative) information. Thus the discrete data
correspond to discrete values of arclength λj . That is, xj = x(λj) and yj = y(λj). To determine
λj we use the arclength of the piecewise linear interpolant. For example, the data (x1, y1) = (1, 1)

(x2, y2) = (2, 2) (x3, y3) = (1, 4) is viewed as corresponding to arclength values λ1 = 0, λ2 =
√
2,

λ3 =
√
2 +

√
5. Once we have determined the λj , we can fit a cubic spline through {(λj , xj)}Nj=1

and a second cubic spline through {(λj , yj)}Nj=1
, and then plot the resulting curve. An interesting

example of the technique is the need to approximate curves for the automatic control of sewing
machines. Consider the following data.

x=[4.7 4.0 4.6 2.3 2.3 4.7 4.1 8.3 6.0 8.6 7.8 5.4 5.4 4.7];

y=[1.3 1.9 2.5 3.1 3.9 3.1 5.8 5.8 3.0 2.9 2.0 2.4 1.5 1.3];

Fit the data (as a function of arclength) by with two natural cubic splines and then plot (x(λ), y(λ))
as well as the data points. For this you will need the functions eval pwpoly and pwchermite coeffs

available on the web-site.
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Problem 1. Computer problem 8, Section 4.1, page 200 of Sauer’s textbook. (Hint: Hilbert
matrix is given by Hij = 1/(i + j − 1) for i, j = 1, 2, 3, . . .)

Problem 2. Find (by hand) a QR factorization of the matrix given in problem 2(b) from Section
4.3, page 224 of Sauer’s textbook. Use the Gram-Schmidt procedure described in Sauer’s textbook,
and compare your answer with the factorization returned by qr in Matlab

R© .

Problem 3. Use your results from Problem 2 to solve (by hand) the least squares problem given
in problem 7(b) from Section 4.3, page 224 of Sauer’s textbook. Also report the length of the
minimum residual.
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