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A SVD-Based Method to Assess the Uniqueness and
Accuracy of SPECT Geometrical Calibration
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Abstract—Geometrical calibration is critical to obtaining high
resolution and artifact-free reconstructed image for SPECT and
CT systems. Most published calibration methods use analytical
approach to determine the uniqueness condition for a specific
calibration problem, and the calibration accuracy is often evalu-
ated through empirical studies. In this work, we present a general
method to assess the characteristics of both the uniqueness and the
quantitative accuracy of the calibration. The method uses a singular
value decomposition (SVD) based approach to analyze the Jacobian
matrix from a least-square cost function for the calibration. With
this method, the uniqueness of the calibration can be identified
by assessing the nonsingularity of the Jacobian matrix, and the
estimation accuracy of the calibration parameters can be quantified
by analyzing the SVD components. A direct application of this
method is that the efficacy of a calibration configuration can be
quantitatively evaluated by choosing a figure-of-merit, e.g., the min-
imum required number of projection samplings to achieve desired
calibration accuracy. The proposed method was validated with a
slit-slat SPECT system through numerical simulation studies and
experimental measurements with point sources and an ultra-micro
hot-rod phantom. The predicted calibration accuracy from the
numerical studies was confirmed by the experimental point source
calibrations at ~ 0.1 mm for both the center of rotation (COR)
estimation of a rotation stage and the slit aperture position (SAP)
estimation of a slit-slat collimator by an optimized system cali-
bration protocol. The reconstructed images of a hot rod phantom
showed satisfactory spatial resolution with a proper calibration and
showed visible resolution degradation with artificially introduced
0.3 mm COR estimation error. The proposed method can be applied
to other SPECT and CT imaging systems to analyze calibration
method assessment and calibration protocol optimization.

Index Terms—Geometrical calibration, Jacobian matrix, single
photon emission computed tomography (SPECT), singular value

decomposition (SVD), slit-slat collimator.
ODERN micro-SPECT systems with submillimeter
spatial resolution have become essential components
in high-resolution small animal imaging [1]-[6]. To achieve
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high-resolution and artifact-free SPECT images, the geomet-
rical parameters must be known very accurately through system
geometrical calibration procedures [7]-[10].

Many geometrical calibration methods have been proposed
for fan beam and cone beam SPECT systems in the last 20 years
[7]-[11], and more recently, for micro-SPECT systems that use
pinhole collimation, which is a special case of cone beam geom-
etry [12]-[17]. Noo et al. [11] described the three basic steps of
calibration procedure as follows.

Step 1) Place one or multiple point objects in the field of
view and measure the tomographic projections of
the objects. The relative locations of multiple objects
can be measured and used as a priori knowledge.

Step 2) Establish a geometrical model that can analytically
calculate the objects’ projections with the to-be-cal-
ibrated geometric parameters.

Step 3) Find the optimal solution (such as the least square
solution or maximum likelihood solution) for the
geometrical parameters by fitting the measured with
the predicted projection data.

Usually, most of the proposed calibration methods follow
the procedure of the above three steps and apply it to a spe-
cific system. Many studies focus on optimizing only one of the
above three steps to obtain a unique and accurate solution for
the calibration problem. For example, the challenges for step
1 are that some geometrical parameters are highly correlated
and difficult to solve for a unique solution with a single point
object setup, so Bequé et al. [12] studied the uniqueness con-
dition analytically for a single-pinhole SPECT camera with a
circular detector orbit, and derived the numbers of point objects
and the specific a priori knowledge needed to provide adequate
additional information for detaching the correlation. As for step
2, Wang and Tsui [13] introduced a homogeneous coordinates
framework that facilitated the geometrical modeling of non-
standard collimator and acquisition geometries. Based on this
framework, the uniqueness condition can be analyzed easily.
Defrise et al. [16] proposed a method to consider the perturba-
tion of camera’s motion in the geometrical model. When the per-
turbation was small and with certain hypotheses, the model was
linearized and a truncated SVD approach was used to calculate
the Moore-Penrose solution of the corresponding minimization
problem. Since the typical implementation of step 3 was to seek
the direct parameter estimation through a nonlinear fitting pro-
cedure [8], [10], [14], [17], this approach may face numerical
challenges such as local minima, initial value dependence and
ill-conditioness. To avoid these problems, Noo et al. [11] first
fitted the raw projection data with an ellipse, then calculated the
geometrical parameters from the parameters of the ellipse. Von
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Smekal et al. [18] proposed to use the first three components of
the Fourier series of the projection data for the nonlinear fitting.
To design an efficient calibration protocol, the uniqueness
condition of a calibration method has been investigated with an
analytic model [12], [17]. However, calibration may be numeri-
cally inaccurate, even when the analytically derived uniqueness
condition is satisfied. For example, during the development of a
calibration method for a slit—slat SPECT system (Section ITI-A),
we observed that the estimations of certain parameters were al-
ways accurate, whereas the solutions of some other parameters
were unstable between experiments. In general, the accuracy is
also strongly dependent on the configuration of the calibration
experiments, e.g., how many point sources are used, where the
point sources are located, how many projections are sampled for
each source, and what kind of a priori knowledge is applied.

The main purpose of this paper is to develop a general method
to numerically describe the characteristics of both uniqueness
and numerical accuracy characteristics of a given geometrical
calibration. With this method, we can elucidate the experimental
observation, predict achievable calibration accuracy for a given
experimental design, and compare different calibration proce-
dures to find the optimal one.

This paper is organized as follows. Section II describes the
theory of this work. It consists of two parts: 1) derivation of the
relationship between the errors in the estimated calibration pa-
rameters and the noise in the measured data and 2) analysis of
the Jacobian matrix with singular value decomposition (SVD)
technique to characterize the uniqueness and accuracy of cal-
ibration. Section III introduces the test case for the proposed
method. It includes the description of a slit-slat SPECT system,
the system’s geometrical projection model and the analytical
derivation of calibration uniqueness condition. Section IV ap-
plies the proposed method to the slit—slat system, and reports the
results of uniqueness and accuracy analysis and calibration opti-
mization. Section V describes the experimental validation of the
proposed method, followed by Discussion and the Conclusion.

II. THEORY

A. Least Square Cost Function and Jacobian Matrix

For a typical calibration method as described in the introduc-

tion, the goal is to find the calibration parameter set I‘Jr that
satisfies

FT = arg mri‘n FT) (1)

where the vector I' is the ensemble of parameters to be cali-
brated, and F'(T") is the cost function that measures the differ-
ence between the measured and predicted projection centroids
of one or multiple point sources.

In this study we use a common least square cost function

D=3 i)~ =3 360" @)
G

=1
fiT) =pi(T) — ¢

where ¢ is the projection index, m is the total number of pro-

jections, p; is the predicted projection location of an ideal point

source, and ¢; is the centroid for the measured projection.
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In an ideal noise-free situation, the true value of I', denoted
as T'", and the noise free observation ¢} have the following re-
lationship:

¢ =pi(T). )

In the presence of noise

ci =cf+ e =pi(T") +e;. 5)

By assuming that measurement of projections are independent
to each other and there exists no systematic error in (5), we use
a Gaussian function with zero mean and variance o to model
e;. This model is similar to that in Bequé et al.’s work [12]. Let
I‘Jr be the realistic parameter set estimated from noisy data, and
A be the estimation error, then

rf=r A )
The first-order Taylor expansion of f;(I'*) gives
. ~ 9fy(T .
A~ peh 3 20 ol )
j=1 J I‘:I“i‘
where j = 1,...,n is the parameter index, n is the total

number of parameters, and I'; denotes the jth element of I'.
Since fi(T™) = p;(T*) — ¢; = —e;, (7) can be rewritten as

" of(T
With (2) and (8), the minimization equations of F'(I")
OF(I) =0, 7=1,2,....,n C)
I |p_pf
are approximated by
i=1 \r=1 roIr=r JIr=r
i=12,... n. (10)
Rearrangement of (10) yields the normal equations
JYIA = J'e (1)

where e is the ensemble of ¢;, and .J is known as the Jacobian
matrix, which contains the first partial derivatives of f;(I")
afi(I)

J,;jz —

T (12)

[‘:I‘T

Equation (11) reveals the propagation of error from the mea-
surement noise e to the parameter estimation A. J plays a key
role in the calibration outcome.

1) In the noise-free case, the normal equations are
JYJA =o0. (13)

So when J is nonsingular, (13) only has zero solution A =
0, which means the estimated solution I'! is exactly I'*. If
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J is a singular matrix, (13) has multiple nonzero solutions
and the calibration problem is considered to be nonunique.
2) In the presence of noise, and when J is ill-conditioned,
according to (11), a small amount of measurement noise e
will lead to a large error on parameter estimation by a factor
of (JTJ)=1JT, and therefore an inaccurate calibration.

B. Calibration Analysis With SVD

We use SVD to characterize the uniqueness and accuracy of
the calibration problem. With SVD, the m x n Jacobian matrix
J can be decomposed as

J=USVT =[uj,uy, ..., u,]

S1
52
. T
X . X[V17V27"'7vn]
S
0
n
= Zsjujv;f (14)
j=1

where U is a m X m unitary matrix, S is a m x n diagonal
matrix, and V' is a n X n unitary matrix. {u;},i = 1,...,m
and {v;},j = 1,...,n are called the left-singular and right-
singular vectors, respectively, and s; > s9 = --- 2> s, are the
singular values. With (14), one can derive the solution of (11) as

1 1
A= 8—U1T0V1+' . -+s—ugevr—|—clvr+1—|—- <ot Cr_r vy (15)
1 [

where s,- is the smallest nonzero singular value (r < n), and
€1,...,Cnh—y can take any values. So with (15), the uniqueness
condition of calibration can be simply expressed as » = n, or .J
is nonsingular. When .J is singular, those parameters that have
nonzero components in {v,.11, .. ., v, } can not be uniquely de-
termined from calibration.

According to (15), when » = n, the impact of error propa-
gation is mainly decided by reciprocals of the singular values.
In this case, the covariance matrix cov(I'') = cov(A) is used
to evaluate the variation of calibration. The variance and covari-
ance of the parameters are the diagonal and off-diagonal ele-
ments in cov(A) respectively, which are expressed as

COV(A)kl
L E(ARA))
—E{((7 ) T () T el
B4 () () e?

[(JT7) tT diag{o?, 03, ..., 00} J(JTT) ]

kl*

(16)
If all the measurements have the same variance 02 = o7 =
a% == a?n, with the SVD expression of .J in (14), one can
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microPET

Fig. 1. These two diagrams illustrate the concept of placing a collimator insert
inside a PET detector ring for SPECT imaging. The 3-D view on the left shows
the relative positioning of the slit-plates and the annular septa (only three septa
are shown for clarity). The 2-D transverse view on the right shows the collimator
and the detector ring in one plane (septa are not shown).

derive a straightforward relationship between cov(I‘T) and the
singular values and singular vectors of .J as the following:

7)

If different measurement data have different variances, a weight
w; = 1/0; can be applied in the original definition of least
square cost function in (2), and similar expression of the co-
variance matrix can still be derived. So, we simply discuss the
equal-variance case in this paper. According to [7] and [12],
a predefined value of 0. = 0.2 mm is used in the following
sections.

From (17), the standard deviation (STD) of the jth parameter
or, is given by the square root of the jth diagonal element of
cov(T")

(18)

Therefore, or; is determined by the singular values of J and the
Jjth row vector of V. With >""_, Vfr = 1 because V is unitary,
if all the s,. are large enough, or for some of the parameters the
small singular values s, are combined with small V},., one can
expect an accurate estimate of those parameters. Otherwise the
corresponding parameters may be calibrated with low accuracy.

III. SLIT-SLAT SPECT SYSTEM AND ANALYTICAL ANALYSIS

A. Slit-Slat SPECT

The calibration work was initially motivated by the develop-
ment of a slit—slat animal SPECT system based on a microPET
scanner [19], [20]. So the calibration method developed was nat-
urally tested on this system. Fig. 1 illustrates the setup of a col-
limator insert within the PET detector ring. The PET scanner
consists of 4 detector rings and each detector ring has 24 de-
tector blocks. Each detector block consists of a 12 x 12 array of

Authorized licensed use limited to: SUNY Buffalo. Downloaded on November 30, 2009 at 14:28 from IEEE Xplore. Restrictions apply.



1932

AV
P: point source’s projection on detector

i C (reo): slit aperture’s position (SAP)

> Oy (ro,a): center of rotation (COR)
’./ﬁ S (rs, a5): point source’s starting location,
<2 ¥ relative to Oy
- \ SN\ c S’ (rs,05+0 ): point source’s location after
b > rotation of 0, relative to O
\\ \\\ N
\\ \\ \\\S’ S k
\ X Ty
w N\t
\\R X r\0/0s -
\ \\ O
\\ \\ /.60
\ \ |70
¥ 753
\\ X
\ o >
N 0

Fig. 2. Geometrical definitions of the coordinate system and the symbols.

Lutetium Oxyorthosilicate (LSO) crystals. The collimator con-
sists of 8 slits and 70 septa. In this study, several assumptions
are made on the geometry of the system.

1) The detector blocks in each ring are assumed to have ideal

polygon-shape geometry, and the center of the polygon is
aligned with the origin of the system. The surface of each
block is assumed to be parallel to the axial axis of the PET
system. The LSO crystal arrays are assumed to have per-
fect alignment. As the location of each event is determined
from crystal position map rather than using Anger logic
and according to the above assumptions, impact of the elec-
tronic shift is neglected in this paper.
Each slit is parallel to the axial axis of the PET system. The
plane of the object’s circular orbit and the slats (septa) are
assumed to be perpendicular to the axial axis. Although the
slits and the slats in the real collimator may be tilted from
their ideal positions, they can be calibrated separately. In
this work, we focus on the calibration issues in one trans-
verse plane.

2)

B. Geometrical Projection Model

The definitions of the in-plane coordinate system (z, y) and
important geometrical parameters are described in Fig. 2. For il-
lustration, only one slit and one rotating point source are shown.
The point source is rotated by an angle € from its starting loca-
tion S to the present location S’, and is projected through the slit
aperture C to the detector. P is the centroid of the projection.
The origin of the coordinate system and the COR are denoted
by O and Oy, respectively.

Given that PET scanner’s geometry is standard and precisely
known, each detector block can be identified only by it’s relative
orientation angle /3, which is defined as the angle between the ¥
axis and the detector’s normal vector. By rotating the coordinate
system by 3 counterclockwise, which is shown as (z’,4’) in
Fig. 2, The cartesian coordinates of Og, S’, C' and P in the new
coordinate system (z',y’) are expressed as

Op = [rocos(ag — B), rosin(ag — )]
S" =[rocos(ag — B) + s cos(as + )
rosin(ag — B) + rssin(as + 0)]

C = [recos(ae — ), resin(ae. — ()]
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and

P:[p,R]

where p is the distance between the point source’s projection
point P and the %’ axis, and R is the distance from the origin of
the coordinate system to the projection point, which is equal to
the sum of the radius of PET’s detector ring (73.6 mm) and the
depth-of-interaction (DOI) of a gamma photon detected inside
the detector crystal. We simulated a uniform cylindrical %™ Tc
source which filled the entire FOV of this system, and calcu-
lated an averaged value of DOI = 1.489 mm over all the ac-
quired single events within SPECT energy window (120-160
keV). This value is used throughout this paper.
The fact that S’, C' and P fall on one straight line leads to

resin(a. — ) — R

recos(a. — ) —p
_ rosin(ag — B) + resin(a, + 0) — resin(ae — B)
~ rocos(ag — B) + 75 cos(as + 0) — 7. cos(a. — )

19)

which yields

p =rccos(a. — ()
ro cos(ag — B) + rscos(as + 0) — . cos(ae — )
rosin(ag — ) + rssin(as + 0) — resin(a. — 3)
X (resin(a. — ) — R). (20)

For a SPECT system with k slits and when L point sources
are used in the calibration, the geometrical parameter set I' to
be calibrated include

1) SAP (rer, aer), where k = 1,..., K;

2) COR (rg;, vgr), the radius of rotation (ROR) r;, and the
starting angular position of the point source «g;, where
l=1,...,L.

In the real experimental setup, only one point source was
used which was attached to a rotation stage, and by mounting
the stage on the animal bed it can be moved in the axial direc-
tion. Projections for “multiple” point sources were acquired by
moving the point source to different locations. So each point
source may have its own orbit and different COR (rq;, ;).

One should note that derivation of (20) is based on rotating
the object. If the detector is rotated and the object remains sta-
tionary, the projection model is different than (20) which may
lead to different uniqueness and accuracy assessment conclu-
sions.

C. Analytical Analysis of Uniqueness Condition

According to [12], the uniqueness condition is expressed as:
if for any rotation angle # and two parameter sets I', I', the two
sets have to be identical to satisfy the equation

pg(r) = pg(r), Vo

then the calibration problem has a unique solution.
With one point source and one slit, the two parameter sets
are ' = (r¢, e, s, s, 70, ) and T = (7, e, Ts, Qs, T, Qo)

21
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When the system has only one slit, without losing generality, 5
can be assumed to be 0, and thus (20) becomes

P =T, COS (.
70 €08 g + 75 cos(as + 0) — 7. cos

rosinag + 75 sin(a;s + 0) — rosin a.
X (resina. — R). (22)

Through a similar derivation as in [12], one can derive the
following relationships from (21) and (22) as demonstrated in
the Appendix

Te =Te (23)
Qe = Qe (24)
g = Qg (25)
Ts = krs (26)
To oS g — e cos ae = k(rgcosag —r.cosa.)  (27)
rosinag — resina. = k(rosinag — resina.).  (28)

Equations (26)—(28) reveal that r, 79 and ay can not be de-
termined uniquely unless there exists an additional condition
that provides a constraint of k¥ = 1. Therefore one source is
not enough to calibrate a single slit.

If the system has multiple slits, one can choose
any two of the slits, which are denoted as (7.1, 1)
and (re2,ae2), then the corresponding parameter
sets are T = (Te1, Qo1 Ten, e, T's, g, T0, ) and
I' = (re1, e1,7e2, Qea, Ts, s, To, @) - Similar to (28), one

can derive that

Tocos (g — 1) — Te1 cos(aer — P1)

=k1(rocos(ag — 1) — re1 cos(aer — f1))  (29)
rosin (ag — f1) — rersin(aq — B1)

=ki(rosin(ag — 1) — rersin(aer — B1))  (30)
7o cos (ap — f2) — T2 cos(ac2 — [2)

= ka(ro cos(ag — f2) — rez cos(aea — f2))  (31)
rosin (ag — f2) — reosin(acs — B2)

=ko(rosin(ag — f2) — rezsin(aee — f2))  (32)

where (; and (3; are orientation angles of the corresponding
detector panels facing the two slits. Apparently k; = ko since
only one source is used. Equations (29) and (30) can be rewritten
as

7o cos(ap— 1)

= kyrocos(ag—LF1)— (k1 —1)re cos(ae —F1) (33)
7o sin (ag— 1)

= k1rosin(ag—01) — (k1 — 1)rer sin(aer —f1). (34)

Equation (33) x sin 81+ (34) x cos 3 gives

rosinag = krosinag — (k — 1)re sin aeq (35)

1933
and (33) x cos B1+ (34) x sin (31 gives
Tocos ag = krgcosag — (k — 1)re1 cos ac. (36)
Similarly, from (31) and (32) one has
rosinag = krosinag — (k — 1)reo sin aee (37)
and
Tocos g = krgcosag — (k — 1)r.e cos aes. (38)
So, from (36) to (38), one has
(k—=1)(re1sinae — reasinac) =0 (39)
and
(k— 1)(re1cos e — reacosae) =0 (40)
which leads to £k = 1 unless 7.1y = 7.2 and a1 = Q2. SO

for a multislit system, as long as there exist two slits that have
different r.; or ;, the uniqueness of calibration is guaranteed.
The above derivations in multislit case are similar to that in [13]
except that: 1) in this work, we discuss a simplified 2-D acqui-
sition geometry and 2) the rotational component is the point ob-
ject, rather than the camera-detectors in [13].

IV. NUMERICAL VALIDATION

We validate the method described in Section II-B by applying
it to the calibration of the slit—slat SPECT system. The numer-
ical validation consists of following steps.
1) Derive the analytical expression of .J according to its defi-
nition in (12) and the geometrical projection model defined
in (20).

2) Choose the number of projections. The projections are al-
ways evenly spaced over 360° range.

3) Numerically define certain parameter set I' and calculate

corresponding J(T').
4) Perform SVD for .J and obtain U, S, and V.
5) Calculate the STD of each parameter from (18).

A. Uniqueness Analysis

For a system that has only one slit and only one point source is
used, the parameter set is ' = (7, as, 70, g, Te1, e1). Since
some of the parameters may change over different experiments
and the Jacobian matrix .J varies with I', numerical evaluations
were performed by uniformly sampling 1000 realizations of I'
within certain ranges to avoid picking an exception case. Firstly,
the ideal values of the parameters were taken from the design of
the slit—slat SPECT system. Secondly, the ranges of the param-
eters were defined according to the observation in actual study
and summarized in Table I.

For each sampled I', 60 projections p;(I") were used. J(I")
and its SVD components U, S, and V' were calculated using
Matlab (Mathworks, Natick, MA). In case of one slit, the
mean and STD of the singular values calculated from 1000
realizations were {607.7422 + 21.4052, 72.2318 + 17.7968,
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TABLE I
CALIBRATION PARAMETERS’ IDEAL VALUES AND RANGES USED IN
NUMERICAL EVALUATIONS FOR A CALIBRATION SETUP WITH ONE POINT
SOURCE AND ONE SLIT. THE IDEAL VALUES WERE TAKEN FROM SYSTEM
DESIGN, AND THE RANGES WERE CHOSEN FROM THE OBSERVATION IN
ACTUAL STUDY. THERE WAS NO LIMIT ON a

parameter  ideal value range | parameter ideal value range
(mm) (mm) ) ()
rs 8 (6, 10) Qs 10 (-15, 15)
To 0 ©, 2) g arbitrary (0, 360)
Tel 30 (25, 35) Qacl 0 (-10, 10)

10.8685 + 2.4451, 0.2151 + 0.0891, 0.1609 £ 0.0745,
0.0000 £ 0.0000}. The minimums of the singular values were
{567.9884, 38.9262, 6.9582, 0.0780, 0.0274, 0.0000}. It was
observed that the first 5 singular values were always nonzero,
whereas the smallest one o¢ was always zero, which implies the
singularity of J and thus the nonuniqueness of the calibration
problem. The right singular vector that corresponds to o is vg.
The calculated mean and STD of |v¢| over the 1,000 realiza-
tions (| - | denotes taking the absolute value for each element)
were {0.2977 £ 0.0868, 0.0000 £ 0.0000, 0.6719 £ 0.2845,
0.5377 &+ 0.2873, 0.0000 £ 0.0000, 0.0000 £ 0.0000}, corre-
sponding to {7, as, 7o, g, Te1, e } respectively. The minimal
values of |vg| elements were {0.0474, 0.0000, 0.0029, 0.0006,
0.0000, 0.0000}. According to (15), the calibration problem
has multiple solutions for rg, ¢ and g because they always
have nonzero components in vg, whereas oy, 7. and «. can be
determined uniquely.

When the SPECT system has two slits, I' is extended
to ' = (rs, as, 70, @0, Te1, Qe1, Te2, Ae2). The two slits were
chosen to be in the opposing side. Sixty projections were defined
per each slit, 1000 realizations of I' were sampled, and corre-
sponding .J, U, S,V were calculated. The mean and STD of the
singular values were {623.5560+£17.2241, 591.72224+10.4969,
102.5962 £ 21.4233, 14.2239 £+ 2.1431, 6.1013 £ 1.8625,
1.5842 £ 0.5194, 0.2200 £ 0.0758, 0.1428 4 0.0547}, calcu-
lated from 1000 realizations. The minimums of the singular
values were {591.6739, 569.3036, 58.7474, 9.8710, 2.6905,
0.2082, 0.0866, 0.0169}. No zero singular value was observed
in any of the 1000 realizations, so we conclude the uniqueness
condition is satisfied for all the cases evaluated. The numerical
study results of the uniqueness for both one-slit and two-slit
cases coincide with that from analytical study in Section III-C.

B. Accuracy Analysis

Although the uniqueness condition is satisfied for a two-slit
system with one point source, as shown in the last paragraph in
Section IV-A, the accuracy of the estimated parameters may not
be good enough because several small singular values appear
in S. As a demonstration, Table II shows the singular values
and right singular vectors calculated from one realization. From
Table II one can intuitively predict the accuracy of each param-
eter. For example, looking at the v; and vy columns and «.; and
a2 rows, we see that the right singular vectors that correspond
to the largest two singular values (608.27 and 591.40) are only
related to a.» and a1 respectively (both have weight = 0.99),
so the estimations of these two parameters are expected to be
most accurate, whereas the v; and vg columns and 7,7 and 7.2
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rows show that the smallest two singular values (0.10 and 0.07)
have considerable weights on 7.; (weight = —0.69 and —0.44)
and .o (weight = —0.68 and 0.44), which implies the estima-
tion of 1.y and 7.2 are less accurate. Similarly, the estimations
of ¢ and « are also less accurate. The last column of Table II
shows the calculated STD from (18), indicating the estimation
uncertainty for each parameter.

C. Calibration Optimization

Calibration accuracy depends on several factors, including
the number of projections per each point source, which is de-
noted as N, the number of point sources used, the start-positions
of the point sources, and any a priori knowledge of system ge-
ometry that may be useful to improve the accuracy. It is impor-
tant to find a simple and reliable setup that enables optimal cal-
ibration accuracy. Here, we use the proposed method to guide
the search.

The prototype SPECT system we developed had 8 slits, which
were evenly spaced over 360° in the trans-axial direction by
design. When one point source was used in the calibration, the
ideal values of rg, oy, 79, g, and r.; were still the same as

shown in Table I, wherei = 1,. . ., 8, except that the ideal value
of a.; was @ x 45°, and the range of a.; was (2 x 45° —10°, 4 X
45° + 10°).

The impact of projection number N was investigated
first. N = 15, 30, 60, 120, 240, 360, 480, 1200, 2400,
and 3600 were chosen. For each N, 1000 realizations of
I' = (rs,0s,70,00,Tc1, Qcl,- .-, Tes, Qeg) Were sampled
which were uniformly distributed over the defined ranges;
and the corresponding .J, U, S and V were calculated. The
STD of all the parameters were calculated based on (18). STD
as a function of N is plotted in Fig. 3. Interestingly, all the
plots show linear relationships on a log-log scale. The plot
corresponding to g has relatively larger fluctuations, which
may be because when r is very close to 0, the estimation of a
is very unstable. From Fig. 3, one can quantitatively predict the
achievable calibration accuracy with a given N.

In addition to increasing N, there may exist other ways to im-
prove the calibration accuracy. For example, adding additional
point source(s) increases the number of measured projections
with same N; Or measuring r, first and using it as a priori
knowledge in the calibration; Or acquiring two groups of pro-
jections with the same 75 and o, and known relative position
which can be used as a priori condition.

Six cases of different calibration setups were investigated to
search for the optimal calibration protocol, which are as follows.
* Case 1: one point source, no other additional conditions.

» Case 2: one point source, with a priori ROR.

e Case 3: two point sources on different orbits, with the
same r; and «,. The relative position between CORs
were known. The ideal positions of the two CORs were
(—10 mm, 0) and (10 mm, 0), respectively.

» Case 4: two point sources with the same 7 and «. 5 and
the relative position between CORs were known. The ideal
CORs were at (—10 mm, 0) and (10 mm, 0), respectively.

* Case 5: three point sources with the same 7, and as. 7
and the relative position between CORs were known. The
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TABLE II

SINGULAR VECTORS (’Ul .o

. Ug) (Row 2 TO ROW 9) AND SINGULAR VALUES s; (LAST ROW) FOR THE CALIBRATION WITH 1 POINT SOURCE, 2 SLITS AND

60 PROJECTIONS. COLUMN 1 SHOWS THE NAME OF EACH PARAMETER, AND THE LAST COLUMN IS THE CORRESPONDING STD. THE PARAMETER SET WAS
I'=(rs,as, 10,00, Tc1, e, ez, 0en) = (6.4804 MM, —10.4310°, 0.9875 MM, —143.0286°, 32.5771 MM, —7.9037°, 34.1245 MM, 172.9058°)

parameter V1 vy v3 V4 U5 Ve vr U8 STD
Ts 0.00 0.00 0.00 0.97 0.00 0.00 —-0.23 0.00 0.45 mm
Qs 0.01 —-0.01 0.99 0.00 0.00 0.00 0.00 0.00 0.16°
0 0.00 0.00 0.00 0.00 —-0.48 —0.68 0.00 0.55 1.65 mm
Qo 0.00 0.00 0.00 0.00 041 —-0.73 0.00 —0.55 95.22°
Tel 0.00 0.00 0.00 —-0.17 —-0.55 0.00 —-0.69 —0.44 1.86 mm
Qel 0.00 0.99 0.01 0.00 0.00 0.02 0.00 0.00 0.24°
Te2 0.00 0.00 0.00 -0.16 0.56 0.02 —-0.68 0.44  1.86 mm
Q2 0.99 0.00 0.01 0.00 0.00 —0.02 0.00 0.00 0.23°
Si 608.27 59140 6596 10.70 3.22 0.86 0.10 0.07
: 10 5
T 0.1 1 _ B
10 \K‘\M _ D\"\ﬂ\u\o\c <y 9\5;0\6 ]
= 1 R So01 g
E T e & K\A\ = ol o
g 2 o T z I —
%) 7] C. J\C‘H; —~ 1E3 \f | 0.01 A 7
‘ ‘ oo ‘ i 100 1000 100 1000
10 100 1000 10000 10 100 1000 10000 number of projections number of projections
number of projections number of projections

(a) (b)

Fig. 3. STD of (a) the length values, 7., ro and r.; and (b) the angle values,
a,, ag and a1, as a function of number of projections (N). Plots of r.; and
i 1 =2,...,8 are very similar to those of r.; and .y respectively and thus
are not shown in the figure. The log-log scale was used for all the plots.

CORs were arranged in a straight line, and the ideal values
were at (—10 mm, 0), (0, 0) and (10 mm, 0), respectively.

* Case 6: three point sources which the same r; and ;.

and the relative position between CORs are known. The
ideal CORs were at (—5 mm, —8.67 mm), (—5 min, 8.67
mm) and (10 mm, 0), respectively, which form an equilat-
eral triangle.

For each of the above cases, we followed the similar proce-
dure as that used to obtain Fig. 3. N = 60, 120, 360, 600, 1200,
and 3600 were chosen. STD of calibration parameters as a func-
tion of N are shown in Fig. 4. Plots of r; and « are not shown
because the accuracy of these two parameters has no impact
to the system performance. Rather than showing the plots for
STD(r.;) and STD(«;) of each slit one by one, Fig. 4(c) and
(d) show the maximum values over the 8 slits.

All the curves shown in Fig. 4 were fitted to the following
equation:

A
VN
where A is a fitting parameter. The goodness-of-fit was evalu-
ated by the coefficient of determination R2. For all the cases,
we have R? > 0.998 for rg, r. and o, and R? > 0.97 for ay,
which empirically verified all the linear curves in the log-log
scaled plots shown in both Figs. 3 and 4.

The relationship between STD and N in (41) can be explained
by a theorem in nonlinear regression theory, which was pro-

posed by Gallant in [21]. With the notations defined in this
paper, the theorem is expressed as follows.

STD = (41)

(a) (b)

g

0.
E o1f o o, | o
~ . O. ~
) 3;0\ KQD ~
5 N0 5 <0.01
3 x\xkz ~o 5
E ool \x\tﬁ\o a8
»n X \Z 1 %
s L 1E-3 L '
100 1000 100 1000
number of projections number of projections
(c) d)
—o—casel —v—case4
—o—case2 —+—case5S
—a—case3 —x—caseb

Fig. 4. STD of (a) 1o, (b) g, (c) r., and (d) «. are shown as a function of
number of projections N for calibration setup cases 1 to 6.

Theorem I: the estimation T‘T converges almost surely to the

true value I'* and may be characterized as

= 4 (7)1 e + £y (42)
where /N £y, converges in probability to zero. It should be
pointed out that this theorem requires that: 1) e; are independent
and normally distributed with zero mean and variance o7, as
is assumed in this study; and 2) f;(T") satisfy certain regular
conditions [21]. A full proof of such regular conditions is not
included in this paper.

Table IIT shows the minimum required total number of pro-
jections N p, which is the product of N and the number of point
sources, for achieving a desired calibration accuracy. Np can be
used as an absolute index to judge the goodness of the calibra-
tion configuration. The high Np values for case 1 and 2 show
that using one point source can hardly provide accurate calibra-
tion, although the uniqueness condition are satisfied. The o,.,
column shows a priori knowledge of v (case 4, 5, 6) greatly im-
proved the estimation accuracy of 7. (Np dropped from 7317 to
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TABLE III
MINIMUM NUMBER OF PROJECTIONS N p REQUIRED TO ACHIEVE A DESIRED CALIBRATION ACCURACY FOR THE 6 CALIBRATION SETUP CASES. Np IS
THE PRODUCT OF N AND NUMBER OF POINT SOURCES

case index  number of point sources o,, < 0.017 mm o4, < 0.054° o,, <0.033 mm o4, < 0.095°
1 1 2470 127151 7317 267
2 1 2394 53954 400 249
3 2 29 104 4908 418
4 2 9 39 268 22
5 3 9 35 183 12
6 3 11 39 100 14
400 with one point source and from 4908 to 268 with two point TABLE IV

sources). Overall, case 4, 5, and 6 provide satisfactory accuracy
for all the parameters with small N value. Since corresponding
total number of projections Np = 268, 183 and 100, the min-
imum required projection per point source is N = 134, 92, and
34 respectively.

V. EXPERIMENTAL VALIDATION

Several experiments were performed to evaluate the pro-
posed calibration methods. Firstly, by taking the advantage
of the existing PET system, ROR and COR were determined
accurately via PET point source measurements and served as
a priori condition (ROR) and standard to judge the calibration
accuracy (COR), respectively. Secondly, SPECT point source
projections with different calibration setups were acquired
and geometrical calibrations were performed. The calibration
results of each setup were compared in terms of accuracy.
Finally, an experimental phantom study was conducted to test
the calibration accuracy with reconstructed images.

A. A Priori Information From PET Imaging

A 58Ge point source (¢ 1 mm, L 1 mm, Isotope Products
Laboratory, Burbank, CA) was mounted on the linear stage and
moved 20 mm in both trans-axial and axial directions with 5 mm
step interval, and a PET image was acquired in each step. Each
point source image was fitted to a 2-D Gaussian function, and
the center of the point source in the image was determined. The
PET imaging accuracy was tested by calculating the distances
between the centers and comparing them with the moving dis-
tance of the stage.

The point source was afterwards rotated by a rotation stage
for 12 steps at 30°/step. By measuring the centroids of the PET
images at each step and fitting them into a round curve, the ROR
and COR were determined.

With point source moving 5 mm in each step in trans-axial di-
rection (from bottom to top since the current installed stage only
allowed vertical movement), the measured distance from FBP
reconstructed PET images was 4.986 £ 0.023 mm. In the axial
direction, the measured value was 4.983+0.035 mm. Therefore,
the distance measured in PET images has acceptable accuracy
(< 0.05 mm) for our studies. The fitted ROR and COR using
PET images from point-source-rotation studies were 7.626 mm
and (—0.420 mm, —0.227 mm) respectively, which were used
as reference values in the following calibration studies.

ESTIMATION ERROR (IN MM) OF THE CALIBRATED COR VALUES WITH

DIFFERENT N IN CONFIGURATION CASES 1 THROUGH 5. DATA WERE

COMPARED TO THE TRUE COR VALUE, (—0.420 mm, —0.227 mm)
MEASURED FROM PET IMAGING

N case | case2 case3 case4 case S
30 0.222 0.254 0.275 0.169 0.078
60 0.262 0.276 0.295 0.091 0.057
120 0.262 0.249 0.246 0.076 0.033

B. SPECT Calibrations

A 5 mCi ®"Co point source (¢1 mm, I, 1 mm, Isotope Prod-
ucts Laboratory, Burbank, CA) was used to acquire the SPECT
data for calibration. By mounting the point source onto the same
rotation stage, three groups of SPECT data were acquired, with
the original COR position (orbit 1), moving the COR 10 mm
above (orbit 2) and 10 mm below (orbit 3) relative to the orig-
inal position. For each orbit, 120 projections were acquired with
3°/step with 10 s acquisition time per projection.

To compare the results with the numerical studies in Sec-
tion IV-B, five calibration configurations were defined as
listed below. These 5 configurations matched case 1 to 5 in
Section IV-B. Case 6 in Section IV-B was not tested because
the current experimental setup only supported point source’s
translational movement in one direction.

e (Case 1: use orbit 2, ROR is unknown.

e Case 2: use orbit 2, ROR is known.

e (Case 3: use orbit 1 and 3, ROR is unknown.

e (Case 4: use orbit 1 and 3, ROR is known.

e (Case 5: use orbit 1, 2 and 3, ROR is known.

For each of the 5 cases, 3 different N (30, 60, and 120) per
source location were investigated, and the projections were al-
ways evenly spaced over 360° span. The calibration was thus
carried out 15 times with the combination of each case and each
N. The minimization of (2) was performed in Matlab using the
Levenberg-Marquardt algorithm [22]. In each calibration, the
geometrical distance between the calibrated COR and true value
was calculated and listed in Table IV, as an absolute accuracy
measurement for COR estimation. Since the SAPs could not be
measured similarly in PET imaging, the measured values with
120 projections per source location in case 5 were taken as the
reference values since they were considered the most accurate
ones. For each of the other 14 situations, the distances between
the estimated SAPs and the true values were calculated for all
the 8 slits, and the average and the standard deviation of those 8
distance values are listed in Table V. By comparing the achiev-
able accuracy of different calibration setup cases, the experi-
mental measurements show similar trend to the mathematical

Authorized licensed use limited to: SUNY Buffalo. Downloaded on November 30, 2009 at 14:28 from IEEE Xplore. Restrictions apply.



MA et al.: A SVD-BASED METHOD TO ASSESS THE UNIQUENESS AND ACCURACY OF SPECT GEOMETRICAL CALIBRATION

1937

TABLE V
ESTIMATION ERROR (IN MM) OF THE CALIBRATED SAP VALUES FOR CASE 1 TO 5 WITH DIFFERENT N. AVERAGE ERROR AND
STD FOR 8 SLITS ARE SHOWN. SAP VALUES FROM CASE 5 AND WITH 120 PROJECTIONS WERE USED AS THE TRUE VALUES

N case 1 case 2 case 3 case 4 case 5
30 0.738+0.368 0.6924+0.258 0.658+0.348 0.096+0.038 0.032+0.019
60 0.770+£0.375 0.6974+0.261 0.657+0.368 0.0974+0.046 0.016+0.007
120 0.7584+0.411 0.690+0.258 0.6374+0.363 0.093+0.041 N/A

Fig. 5. Reconstructed ultra-micro hot-rod phantom images with 30 iterations
and 8 subsets with different COR values. The central one was reconstructed
with the properly calibrated COR value. The values shown below each image
indicates the displacement error that was manually add to the COR value, in «
and y direction. For fair comparison, same absolute scaling values was used to
display all the images.

predictions as shown in Fig. 4 and Table III. With known rela-
tive point source’s location and ROR as the a priori conditions
and 120 projections per each point source location, the use of at
least two groups of point source measurements can provide sat-
isfactory calibration accuracy (~ 0.10 mm for both COR and
SAPs).

C. Phantom Experiment

An ultra-micro hot-rod phantom (Data Spectrum, Inc., Hills-
borough, NC) was used to demonstrate the effects of calibra-
tion. The diameters of the hot rods were 2.4, 2.0, 1.7. 1.35, 1.0,
and 0.7 mm, respectively, from the largest to the smallest. The
phantom was filled with 5.5 mCi 99mTc solution. It was ro-
tated for 120 steps at 3°/step, and scanned for 40 s at each step.
SPECT data were acquired in the 120 — 160 keV energy window.
Images were reconstructed with an iterative ordered subsets ex-
pectation maximization algorithm [23] and system matrix de-
rived from Monte Carlo simulation [24]. The calibrated slit col-
limator geometry was modeled in the PSF system matrix, and
the data were firstly reconstructed with the correctly calibrated
COR value, and then with several “wrong” COR values which
had estimation errors that were artificially introduced with 0.3
mm and/or —0.3 mm in 2 and/or y direction. The reconstructed
images are shown in Fig. 5. The 1.0 mm hot rod pattern is clearly
visualized with proper calibrated COR values, and 0.3 mm error
in COR estimation causes visible image resolution loss to the
studied SPECT system.

VI. DISCUSSION

With the method proposed in this study, we have shown that
one rotating point source is insufficient to calibrate a slit—slat
SPECT system with only one slit. This conclusion agrees with
that obtained from analytical derivation. In case of multiple slits,
although the uniqueness condition can be satisfied, the proposed
method reveals that estimation of some calibration parameters
are inaccurate with one point source. Using more than one point
sources and with the a priori knowledge of ROR and relative
positions between point sources, calibration accuracy can be
substantially improved. The proposed method has been used to
guide the optimization of calibration with different calibration
source configurations. The advantages of the proposed method
include 1) the uniqueness and accuracy characteristics of the
calibration can be assessed in a unified framework, which are
respectively related to the zero and small singular values of
the Jacobian matrix of the cost function; 2) the SVD compo-
nents S and V' of the Jacobian matrix provide a straightfor-
ward method to estimate the accuracy of each individual cali-
bration parameter; and 3) the proposed method is flexible and
can be adapted to any type of calibration source arrangement
or calibration phantom design, as long as the geometrical pro-
jection model can be derived and the least square cost func-
tion is differentiable, so that the Jacobian matrix can be calcu-
lated. This is especially useful for handling nonstandard acquisi-
tion geometry, in which the analytical approach may encounter
difficulties.

In terms of deriving the uniqueness condition of the calibra-
tion, analytical method can provide a general conclusion when
the calibration parameter set I' satisfies certain conditions. In
comparison, conclusion from SVD evaluation is only valid at the

evaluated expansion point I‘Jr as defined in (6) and (7), so one
has to perform the evaluation multiple times by using a different
I‘]L each time over a certain range to reach a general conclusion.
However, in practice most of the nonlinear least square fitting
algorithms (e.g., the Levenberg-Marquardt algorithm) are im-
plemented in an iterative way, and at each iterative step a linear
least square fitting is performed, the proposed method can be in-
corporated into the iteration procedure and predict the behavior
of the fitting algorithm at each step.

It needs to be noted that in (9) we choose the estimation so-
lution FT as the expansion point, rather than the true solution
T for the following reasons: 1) the Jacobian matrix .J has to be
evaluated at the expansion point, and in practice both the true
solution and J are unknown if the expansion is performed near
I'*; 2) the nonlinear least square fitting algorithms also requires
performing Taylor expansion near the estimated solution in the
last iterative step; and 3) when I‘T iscloseto ", .J |r‘ of is ap-
proximately equal to .J|p—p+ to the first order of approximation,
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so numerically there is no significant difference between per-

forming expansion near I'' and near I'*.

In Fig. 5, we have shown that a 0.3 mm estimation error
of COR can produce clearly visible resolution loss in the re-
constructed image on the system we studied. It was also re-
ported in literatures that the estimation error of different indi-
vidual parameters may affect different aspects of the reconstruc-
tion image. For example, Gullberg et al. observed in [7] that
the focus-to-center distance in cone beam tomography, which is
equivalent to r. in this study, is more difficult to be accurately
calibrated than the COR. Although the accuracy of r. estima-
tion does not affect the image resolution as much as COR does,
the reconstructed image may be magnified or minified by the es-
timation error of r.. Bequé et al. also demonstrated in [12] that
in pinhole SPECT imaging, the correlated error of the electrical
shift in the axial direction and the detector’s tilting angle pro-
duces large distortions of the reconstructed image. They also
showed that the correlated error of the mechanical offset and
the electrical shift in the trans-axial direction causes less image
distortion, but results in a rotation of the reconstructed image
around the axis of rotation. Apparently, neither the distortion
nor the rotation of the reconstructed image are desired. Knowing
that most of the imaging systems are designed to have a stable
geometrical structure, the endeavor to carry out the most ac-
curate calibration possible for every parameter is usually jus-
tified by the relative long-term benefit of the improved image
quality. Nevertheless, a quantitative measure of an inaccurate
parameter’s impact on the reconstructed image quality would
be highly desirable for selecting the most effective and efficient
calibration protocol. A quantitative analysis of the error propa-
gation from calibration to reconstructed images will be studied
in our future work.

The proposed method only investigates the impact of random
error in the measured data on the calibration accuracy. The im-
pact of systematic error that may exist for the predetermined
parameters, e.g., the imaging system’s geometry information
in the source projection (20) can’t be estimated with the pro-
posed method. For example, an averaged DOI value was used
in (20) to calculate R for all the crystals, which may be inaccu-
rate for oblique incident photons, especially for those crystals
near the edge of a detector block. Reduction of systematic error
can be done separately. For example, using crystal and point
source location dependent DOI values that can be either derived
from Monte-Carlo simulation or from experimental measure-
ment may further improve the calibration accuracy.

VII. CONCLUSION

We have presented a new method to quantitatively investigate
the uniqueness and accuracy of SPECT geometrical calibration.
The method is based on SVD analysis of the Jacobian matrix
of a least square calibration cost function. With this method, the
uniqueness of calibration can be identified by assessing the non-
singularity of the Jacobian matrix, the uncertainty of the calibra-
tion parameters can be quantified through analyzing the SVD
components, and a calibration configuration can be evaluated by
a chosen figure-of-merit, e.g., the minimum required number of
projection samplings for a given desired calibration accuracy.

IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 28, NO. 12, DECEMBER 2009

The proposed method was applied to a slit—slat SPECT system
and was validated through analytical studies, numerical evalu-
ations and phantom experiments. Since there is no special con-
straint on data collection mechanism or collimation geometry,
this method is expected to be applicable to general SPECT and
CT systems for calibration accuracy assessment and calibration
protocol optimization.

APPENDIX
PROOF OF (23)—(28)

This appendix derives (23)—(28) by using (21) and (22). Sub-
stituting (22) into (21) and rearranging yields
Aqcos(as + as +20) + Az sin(a, + as + 26)
+ Bj cos(as+0) + Bosin(as + 0) + B cos(as + 6)

+ Bysin(as+6)+C =0 (43)
where
Ay =rsT5(Tecos @, — e COS Q) (44)
Ag =rrg(resina, — resina,) (45)
By =ry(resina. — R)(Tosinag — 7. sin a.) (46)

By =rs(ToTe sin &g cos . — T €OS G Sin &+ 7o R sin &g
—TeRsin a.—7Tore sin g cos a7 cos a. sin &)

47

(48)

By =75(rore €OS ae 8in g — g7 €OS (g Sin . +19 R sin g

B3 =7(T.sina. — R)(rgsinag — 7. sin a.)

— 1. Rsin a.— o7, sin g COS Qe+ 7T COS Qe SN )
(49)
C =(rosinag — resina.) x (ror.sin ag cos a,
— roTe oS ag sin a. + roR cos ag — r.Rcos o)
— (rosinag — resina.) X (Tore sin g cos a,
— ToT €08 (g sin &, + ToR cos g — TR cos a..)
+ 757s(resin ae + T sin @) sin(as — as)
Qs).

+ 7575(re cos e — T €OS Q) cOS( g — (50)

Through a similar derivation as shown in [12], the fact that
equation for any 6, (43) holds requires that the part varying with
20, the part varying with 6 and the constant part in the left hand
of (43) should each individually be equal to 0. So, we have

Ay cos(as + as + 20)

+Agsin(as + as + 260) =0 (51)
Bj cos(as + 6) + Basin(as + 6)
+ B3z cos(as + 0) + Bysin(as +6) =0 (52)
C =0. (53)
Rewriting (51) as
(recos a. — 7. cos a.) cos(as + as + 260)
= (resina. — Fe.sina.) sin(as + as + 20)  (54)

which naturally leads to (23) and (24).
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Substituting (23) and (24) into (52) and (53) yields

rs(Tosinag — resin a.) cos(as + 6)
— 15(T9 cos &g — 7 cos o) sin(a + 6)

=7s(rosinag — resin ) cos(as + 0)

+ 75(rg cos ag — 1 cos ) sin(as + ) (55)
(19 cos ag — 7. cos a,. ) (Tg sin g — 7 Sin ..
= (Fpcosag — recosa.)(rosinag — resina.). (56)

Both the left- and the right-hand side of (55) can be rewritten
as a cosine function with a specific amplitude and phase. Setting
the amplitude and phase part to be equal to each other, respec-
tively, yields

~ 70 COS Qg — T'¢ COS Qe
o — arctan

70 SIN (rg — 7 SIN Q.

70 COS (Ug — T COS a(> 57)

=g — arctan | ———— -
T SIN (ig — T SIN (e

~ ~ 2
70 COS (Yg — T’ COS Y.
70 Sin ag — 7 sin ..

rs(rosinag — resinae)y 1+ (

To SN (vg — T SIN (v

(58)

2
- . . T COS (g — "¢ COS Ol
=7s(rosinag — resinae)y 1+

Considering (56), we have (26)—(28).

Equation (57) holds when rgsinag — r.sina. # 0 and
rosinag — resina. # 0. If any of these two items is equal
to zero, from (56) and according to the fact that the COR can
not be overlapped to the SAP, one can derive that

79 sin ag — 7. 8in . =ToSin @y — 7. sin o, = 0,
70 COS g — T cos . 0, and

T0 COS (g — T COS (e 7 0.

In this case, rather than using a cosine function, one can rewrite
(55) as a sine function, which also lead to (26)—(28).
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