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Derivation of System Matrix From Simulation Data
for an Animal SPECT With Slit-Slat Collimator
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Abstract—We developed SPECT imaging capability on an an-
imal PET system. Our goal was to provide animal PET users the
SPECT capability at a low cost and facilitate potential PET/SPECT
dual modality imaging applications. The SPECT function was en-
abled with a slit-slat collimator insert and by acquiring data in sin-
gles mode. The focus of this paper is to establish a method for de-
riving the system matrix for the SPECT system from Monte Carlo
simulation. With the Monte Carlo package GATE, we simulated
a uniform cylinder source which filled the SPECT field of view
(FOV). To reduce the size of the original large and sparse system
matrix, the detectors that were exposed to individual emission el-
ements were selectively included for system matrix derivation and
storage. The axial symmetry of the system was exploited so that
only the base-axial volume was used for deriving system response.
The system matrix derived was validated with point source mea-
surements at known positions and implemented in an iterative re-
construction algorithm. The imaging performance of the system
matrix was evaluated with experimental phantom studies. Recon-
structed phantom images were artifact free and demonstrated ex-
pected spatial resolution. The method presented in this work is gen-
erally applicable to other SPECT imaging systems.

Index Terms—Image reconstruction, Monte Carlo simulation,
PET/SPECT dual tracer imaging, SPECT, system matrix.

I. INTRODUCTION

O expand the availability of SPECT for biomedical re-
T search, we studied the feasibility of adding a collimator to
an existing animal PET scanner to make a “converted” SPECT.
The benefits of this concept include 1) lower overall cost for
having both PET and SPECT capability; 2) less space require-
ments as compared to having two separate systems; and 3) in-
trinsic PET and SPECT registration for potential PET/SPECT
dual tracer research protocols. We selected the slit-slat colli-
mator [1]-[2] for the prototype system [3], to maximize the use
of the PET ring detectors, and to benefit from the uniform axial
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Fig. 1. This diagram on the left illustrates the concept of placing a collimator
insert inside a PET detector ring for SPECT imaging. The collimator consists
of multiple slits and annular-shaped septa. The slit-aperture with open angle «
and gap width w is shown on the right.

performance over the entire axial FOV and the simplicity of ac-
quisition orbit required for tomographic imaging with this col-
limator. As shown in Fig. 1, the slit-slat collimator consists of
knife-edged lead plates that form slits and annular septa perpen-
dicular to the slits. The setup provides a 2D fan-beam like col-
limation. Tomographic acquisition can be carried out by either
rotating the collimator or the imaging object. To take advan-
tage of the strong system and noise modeling capability of iter-
ative statistical image reconstruction methods, we chose the or-
dered-subsets expectation-maximization (OSEM) algorithm [4]
as the primary means of image reconstruction.

The accuracy of system matrix used in image reconstruc-
tion greatly affects the performance of iterative statistical recon-
struction methods, as demonstrated by several groups [5]-[8]. In
addition to the accuracy consideration, we intended to develop
a method that is flexible and therefore can be used for different
system configurations. This is very useful at the system design
and development stage when the actual system is not developed
and different concepts need to be evaluated. It is also highly de-
sired that the method is fast and therefore can generate a new
system matrix in a short period of time to accommodate the pos-
sible configuration changes, e.g. mechanical changes introduced
by moving the collimator in and out of the PET gantry on the
developed system.

Representative SPECT system matrix modeling approaches
proposed by others include analytical calculation [9]-[12],
Monte Carlo simulation [13]-[15], and experimental data [16],
[17]. Ultimately, measuring the point spread functions by
scanning a point source throughout the field-of-view (FOV)
on the actual system can be the most accurate way to obtain
the system matrix. However, this approach is constrained by
: 1) the availability of an actual system; 2) the availability of
a precise point source placement mechanism; and 3) the long
scan time to acquire high-statistical data at all the grid points
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of the FOV. These constraints are prohibitive for a system
in the development stage, in which case the actual scanner is
either not existing physically or is frequently changed for per-
formance optimization. Analytical and Monte Carlo modeling
can be carried out on virtual scanners and are more suitable for
new system investigation. While analytic methods are based
on parameterized scanners and may suffer the consequence of
over-simplifying photon transportation and detection processes
on the actual collimator and scanner, a Monte Carlo simulation
based method can incorporate more detailed realistic colli-
mator and scanner settings in the modeling process. The recent
advances in computer technology and Monte Carlo simulation
software [18] also greatly facilitate the application of Monte
Carlo approach. An additional and significant advantage of
Monte Carlo modeling is that it is able to characterize indi-
vidual physical factors in the virtual scanner environment,
so the system response for different classes of events can be
derived [19]. This is also valuable for implementing scatter
correction techniques. A drawback of Monte Carlo simulation
for system matrix modeling is the intensive computation.
Considering that the system matrices of modern scanners is
typically large and minimal noise (high statistics) is preferred,
the simulation time can be too long to be practically useful
without acceleration techniques.

In this paper, the system matrix derivation method and tech-
niques that we designed and evaluated for the slit-slat colli-
mator-based animal SPECT system are presented. As compared
to previous published work using a similar approach, the pri-
mary contributions in this work are 1) the study of the slit-
slat collimator’s axial symmetry; and 2) the detailed techniques
of validating the system matrix with a measured point source
and phantom data. As one building block for developing a new
system, this work focused on qualitative imaging. Quantitative
imaging techniques such as attenuation and scatter corrections
have not been implemented on the prototype system and there-
fore are not discussed in this paper.

II. MATERIALS AND METHODS

A. Animal PET Scanner and Collimator

The animal PET scanner used in this study was a microPET
Focus-120 system (Siemens Preclinical Solutions, Knoxville,
TN). It consists of 4 detector rings with 14.7 cm diameter
and 7.6 cm axial extent [20]. Each detector ring has 24 de-
tector blocks. Each block consists of a 12 x 12 array of
1.51 x 1.51 x 10 mm?® Lutetium Oxyorthosilicate (LSO)
crystals. The average energy resolution of the detector was
~37% for 57Co. The energy window was set at 120-160 keV
for simulation and experiment.

The prototype slit-slat collimator used to convert the PET
scanner for SPECT imaging is illustrated in Fig. 1. It consisted
of 8 slits and 21 septa (only 3 septa are shown in the figure).
The slit plates were 2.5-mm thick lead. The slits were aligned
to the axial direction of the PET scanner. The annular septa
were 0.25-mm thick tungsten, and were spaced evenly (0.55 mm
apart) along the axial direction outside the slit plates. The slit
open-angle o and aperture-width w were 45 degree and 0.6 mm,
respectively. The centers of the septa were aligned to the axial

IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 56, NO. 5, OCTOBER 2009

axis of the microPET scanner. The inside and outside diam-
eters of the septa were 84 and 132 mm, respectively. In the
preliminary studies reported in this work, the imaging objects
were rotated around the axial axis of the PET scanner for tomo-
graphic data acquisition. The design considerations and perfor-
mance evaluations of the collimator-insert SPECT system are
described in a previously published work [3].

B. Animal SPECT System Calibration

The center of rotation (COR) of the imaging object and the
precise locations of the slit apertures are critical parameters for
accurately modeling the system matrix. In addition to mechani-
cally securing the formation of the collimator and the consistent
placement of it in the scanner gantry, we implemented a method
to determine accurately the COR and slit locations from two
separate rotational point source scans [21]. The method is an ex-
tension of the published three-point-source approach for a single
pinhole collimator [22]. The accuracy of the system geometric
parameters was verified by imaging a point source in SPECT
mode. The reconstructed point source image was artifact free
with the COR and slit location values obtained [21].

C. Theory of Deriving System Matrix From Monte Carlo
Simulation

The relationship between an emission source, ¢, and the de-
tected events, Y, can be explicitly summarized as
J
E(Yi):LZAij'Ni'Cij'ej‘i'Sh (1)

=1

where i is a detector-crystal index, F() means the estimate, so
E(Y;) is the estimated detected events in crystal 4. L is the di-
mensionless product of the decay factor, the live time factor,
and the gamma emission branching fraction; NV; accounts for the
sensitivity of crystal 4, §; is the emission activity at image voxel
Jj» A;j represents the attenuation factor for the emitted photons
from j to reach ¢, c;; is the probability of emissions from voxel
7 being detected by crystal ¢, S; is the object scattered events
detected in crystal 7. The focus of this paper is to obtain the c;;
for all the crystals and image voxel, i.e., to obtain the system
matrix C.

In a Monte Carlo simulation study, the origin of a detected
event can be exactly identified. Let Y;x be a large enough
number of events originated from K and detected in ¢, and
assume the source is distributed in vacuum, it can be derived
from (1) that
Yix

D ?
where D is a leading constant that collapsing the decay factor L,
attenuation factor A, activity concentration ¢, and crystal sensi-
tivity. With a uniform source distributed in vacuum covering the

FOV, apply (2) for all the crystals 4 and voxels K, the system
matrix C can be obtained.

@

CGK =

D. Nonzero Elements of the System Matrix

The number of elements in the system matrix in its direct form
is the product of I and .J, where I and .J are the total number
of crystals and image voxels, respectively. For high resolution

Authorized licensed use limited to: SUNY Buffalo. Downloaded on November 25, 2009 at 14:42 from IEEE Xplore. Restrictions apply.



YAO et al.: DERIVATION OF SYSTEM MATRIX FROM SIMULATION DATA

Fig. 2. The diagram on the left illustrates a point source at K projects through
one slit opening only to a small area of crystals on the detector ring. The diagram
on the right shows the coordinate-system’s orientation and variables used for
storing the submatrix for the source at K.

imaging systems, the system matrix size can be very large and
this can pose difficulty in file storage and computing memory.
For example, the animal PET system used in this work has
13824 crystals. i.e., I = 13824. For a FOV of 4 x 4 x 7.6 cm?,
which is expected for a complete collimator insert with the cur-
rent design, J is 100 x 100 x 190 = 1.9 x 106 if a cubic voxel of
(0.4 mm)? is used. In this case, the system matrix has 2.6 x 101°
elements or ~100 GB if a 4-byte float is used for each element’s
value. This size is too cumbersome for file storage and difficult
to load into computer memory. It is necessary to use the sparsity
of the system matrix to reduce its size.

The slit-slat collimator confines an emission voxel’s exposure
to a small fraction of the total detector crystals. These crystals
correspond to the nonzero elements of the system matrix for the
emission voxel. Fig. 2 illustrates an emission voxel K and its
exposure on the detector surface. The photons from K project
to a small active area on a detector block through one slit and
the septa. Let L, and L, be the number of crystals of the source
projection area in the axial and tangential directions, respec-
tively, then the number of crystals that detect photons from K
is L, - Ly - Ng;4, the rest of the crystals do not detect any events
from K, where Ng;; is the number of slits. The L, - L; - Nyt
crystals are collectively noted as P.

To reduce the system matrix size, we choose to save only the
cik,icp elements for each voxel K. For each slit, ¢; k ;¢ p is the
point spread function of K, which is a 2-D function as shown
in Fig. 2. Each 2-D function can be recorded in a table with a
reference point O, which corresponds to the crystal upon which
the gamma rays from source K shine after passing through the
center of the slit opening. Assume ¢ and z are the coordinates
in the tangential and axial directions relative to the origin re-
spectively, as shown in Fig. 2, for each slit, ¢;x ;ep ~ f (t,2)
is the nonzero subsystem matrix, or effective point spread func-
tion (PSF), that needs to be recorded. For 8 slits, there are 8 such
areas.

Tomographic imaging on our prototype system is achieved
through rotating the image object and acquiring data with mul-
tiple step-shot acquisitions. The slit-slat collimator stays still.

2653

Weepta
R Ve

0 1

(1] k

septa I
O

Az, %o Az, i %

crystal 0 1

(1] i

—>

wctyslai

Fig. 3. The relative position of septa to a crystal, Az, is the distance between
the center-line passing through the middle of a septa and one edge of a crystal.

First, a system matrix for the image volume at its start position
is derived. For the image object at a rotated angle, we rotate the
image volume with the same angle and use the same system ma-
trix for image reconstruction with necessary 2-D interpolation
in the trans-axial plane.

E. Base System Matrix in Axial Direction

The 2-D collimation formed by the slit-slat collimator indi-
cates that the system response has axial symmetries. The base
axial system matrix, if identified, can be used to further reduce
the image volume needed for modeling the system matrix.

For an ideal detector with continuous crystal in the axial di-
rection, the PSF for a point source is only dependent on the
position of the point source relative to the septa. The PSF that
moves along the axial direction will repeat itself in cycles, and
the length of the cycle is the repetition period of the septa. With
the involvement of the crystal array, as shown in Fig. 3, the rel-
ative position of the septa to crystal is an additional factor con-
tributing to the PSF. To identify and characterize the axial sym-
metry, we look for the cycle in terms of the relative position of
the septa to the crystal. As illustrated in Fig. 3, assuming that rel-
ative position of the 1st (index 0) septa to 1st (index 0) crystal is
29, the relative position of k** septa to m!" crystal is z;,, which
is

2k = AZO + k- (wsopta + wgap) = Azk +m- Werystal (3)

where Wsepta, Wgap, aNd Werystal are the thickness of septa, the
septa gap and crystal width, respectively; k and m are septa and
crystal indices, both starting from 0.

Assuming that at the k' septa, the relative position of the
septa starts to repeat its relative position to a crystal facing it,
that is Azg = Azg, then k and m are the minimal integers that
solves the (5), i.e.

k- (wsopta + wgap) = M * Wecrystal- “

The cycle of PSF in axial direction is k - (wsepta + wgap) or
M+ Werystal. With the prototype system reported in this work,
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Wsepta = 0.25 MM, Wgap = 0.55 mm, and Werystal = 1.6 mm,
replace the values in the (5),

k= 2m. (5)

The smallest integers of k£ and m that solve (5) are 2 and 1,
respectively. So the cycle length, or the axial symmetry base
length is 1.6 mm. To account for possible manufacturing inac-
curacies, we used 3.2 mm as the axial base length in our system
matrix derivation.

F. Simulation for System Matrix Derivation

The Monte Carlo simulation package GATE 3.0.0 [23] was
used for emulating the virtual scanner with the exact collimator
and detector configuration. Simulation settings were made to
ensure the highest resemblance of the virtual scanner and the
real system. The simulation tasks were distributed to multiple
computer nodes on a Linux cluster with random seeds [24] pre-
generated and saved in a file. The simulation results generated
on multiple computer nodes were collected and analyzed. The
system matrix of an emission system can be derived directly ac-
cording to (2).

The phantom used for generating the system matrix deriva-
tion data was a 3.2-cm diameter, 3.2-cm-long cylinder filled
with uniform % ™Tc source in air. The cylinder was placed in
the center of the FOV of the SPECT system.

G. Phantom Studies

1) Point Source Measurements for System Matrix Validation:
The quality of the system matrix derived from the Monte Carlo
simulation was assessed with PSFs obtained from a point source
measurement. On one side, we acquired the projection data of a
sealed 7 Co point source (Isotope Products Laboratories, Bur-
bank, CA) at a know position, as shown in Fig. 2. The size of the
TCo source was 1 mm in diameter and 1 mm in length. On an-
other side, a digital point source with the same size was placed
at the same location in the image space and forward projected
with the system matrix derived to generate the counterpart PSFs
through the slits. The PSFs obtained from both sides were then
compared in terms of the projection image pattern and width in
terms of FWHM. The > Co was used for this validation to avoid
a liquid point source preparation and to ensure consistency in
terms of source size and activity.

2) Validating the Axial Symmetry: The 57Co point source
was put at the 5 mm 6 o’clock position in relation to the COR,
and scanned at 11 positions over a 3.2 mm range in the axial
direction, as illustrated in Fig. 4. Initially, the study was also
designed for evaluating the axial resolution of the system so
variable source intervals would allow individual point source
measurement to be combined to form point-source patterns with
different source-to-source distances. The axial resolution study
was later accomplished using the modified Defrise phantom, as
described in Section II-G-3).

The projection profiles of the point source at each axial loca-
tion were then evaluated in terms of FWHM for evaluating the
cyclic pattern as predicted in Section II-E.

3) Tomographic Phantom Studies: An ultramicro hot-rod
phantom (Data Spectrum Inc., Hillsborough, NC) filled with
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Fig. 4. The ®"Co point source was scanned at 11 positions over 3.2 mm range
in axial direction to validate the axial symmetry.
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Fig. 5. The drawing shows the cross section view of a modified Defrise
phantom insert designed for evaluating axial spatial resolution. The thicknesses
of the plexiglass discs (in gray) and the gaps between discs, both labeled in the
drawing, were nonuniform and incremental from one end to the other end of
the insert.

~1 mCi 99 mTc was scanned for assessing the resolution per-
formance of the reconstruction in the transverse plane. It was
rotated for 120 steps at 3 degree/step, and scanned for 128 sec-
onds at each step.

To assess the axial resolution performance of the derived
system matrix in image reconstruction, we used a modified
Defrise phantom insert (Fig. 5). The insert was put in a cylinder
and the cylinder was filled with 7.2 mCi of 99 mTc. Due to
the limited axial FOV (1.6 cm) of the prototype system, the
phantom was scanned at two axial positions, which were 1.6 cm
apart. The images were reconstructed separately and stitched
together.

The activity and acquisition parameters for this study were
chosen to provide adequate statistics and sampling to evaluate
the resolution performance of the reconstruction implementa-
tion. Practical dose and acquisition protocol studies are beyond
the scope of this manuscript.

H. Data Processing and Image Reconstruction

The intrinsic radioactivity of '"“Lu in the lutetium oxy-
orthosilicate (LSO) crystals was estimated based on a premea-
sured long LSO background scan and subtracted [25] from
the measured projections. The energy window used for LSO
background measurement matched that of the to-be corrected
data. The sensitivity coefficients of the crystals were obtained
by scanning a uniform cylinder phantom filled with a %° ™Tc
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Fig. 6. The drawing on the left illustrates the detector ring in its cylindrical shape and that the images shown on the right were from opening and unfolding the
detector ring. The two images on the right compares the point source projection image from a measurement (top row) and from forward projecting the point source
with system matrix derived (bottom row). The dashed arrows in the top image shows the orientations of the section profiles analyzed in Figs. 7 and 8.

solution with collimator removed and by using the °”Co blank
scan designed for PET system’s attenuation correction [26]
for 99 ™T¢ and °7Co studies, respectively. The normalization
coefficients were applied to the projection data precorrected for
LSO background and radioactive decay before image recon-
struction. Due to the small size of the targeted imaging objects,
i.e., rats or mice, with this system, scatter and attenuation were
considered to have limited effects and not implemented in this
work.

An iterative reconstruction program with ordered subset ex-
pectation maximization (OSEM) algorithm was used for all the
image reconstruction tasks. The number of iterations and sub-
sets, 10 and 8 respectively, were empirically determined to give
the optimal results. The reconstructed image voxel size was
0.4 mm x 0.4 mm x 0.4 mm.

III. RESULTS

A. System Matrix Size

The nonzero elements in a PSF of the SPECT system can be
adequately included within 8 (tangential direction) by 4 (axial
direction) crystals. So the size of one emission voxel’s PSF is
L, x Ly X Ngiz = 8 x 4 x 8 = 256. This is the size of the
system matrix to be stored for the voxel. For a transaxial slice
with FOV of 4 cm x 4 cm and base axial length of 3.2 mm,
and with a voxel size of 0.4 x 0.4 x 0.4 mm?, the number of
voxels in the system matrix is N, X Ny x N, = 100 x 100 x 8,
where N, N, and NV, are the number of voxels along x, y, and
z directions for the image volume modeled in the system matrix.
If a 4-byte float is used for each matrix element, the total system
matrix size is 256 x 8 x 104 x 4 = 80 MB.

B. Simulation Time and Statistics Consideration

A Monte Carlo simulation that generated ~ 6.3 x 10°® counts
for the system matrix derivation took a total of 22 500 processor-
hours on a 1000-node Linux cluster, each node has dual 3.2-GHz
Intel Xeon processors and a 4-GB RAM. This is equivalent to
about 2.5 d computing time with about 400 processors allocated
for this task.

With the parameters described in Section III-A for the system
matrix derivation, in each PSF, the average number of elements
with more than 5% of the maximum count is <10. So the total
number of PSF elements with nonnegligible amplitude is about
Ny X Ny x N, x 10 =8 x 10°, the average counts in one such
element is about 800, the statistical error of element is ~3.5%
and is considered to be low enough for iterative reconstruction
use.

C. Validation of the Derived System Matrix With Measured
PSF

A measured projection image, i.e., the direct projection
count distribution map over the detector array, of the *"Co
point source is compared to the point source’s system matrix
derived projection image in Fig. 6. As a result of using 8
slit-apertures in the collimator insert, the point source has 8
projection locations in each image. In other words, Fig. 6 shows
the comparison of measured and calculated PSFs. The septa of
the collimator-insert were slightly tilted due to mechanical as-
sembly inaccuracies. As a result, the point source’s projections
were not on a horizontal line. The tilt and off-centered position
of the point source introduced the observed intensity variations
in PSF. The PSF locations in the two images matched well,
indicating that the geometric parameters used in the system
matrix derivation and projection image generation were accu-
rate. Although the projection patterns of the point source in the
two images resemble each other in general, they are not exactly
the same when inspected closely.

The section profiles in the axial and tangential directions of
the measured and calculated PSF are compared in Fig. 7 in terms
of FWHM, which was obtained with Gaussian fitting. For the 8
PSFs from 8 slits, the average differences in terms of FWHM are
about 0.4 and 0.5 mm in the tangential and the axial directions,
respectively. The measured projections are mostly wider than
that of the system matrix derived projections. This is possibly
due to that underestimated slit-opening and septa gap which
were used in the simulation setup for deriving the system matrix.
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Fig. 7. A comparison of the projection profiles of the " Co point source in
the images obtained from acquiring the projection data of the >”Co point
source (Measured), and from forward-projecting the corresponding modeled
point source with the system matrix derived (Calculated). The 8 data points
are the projections from 8 slit-apertures with one point source measurement.
The FWHM was obtained from fitting the profiles in tangential (top) and axial
(bottom) directions with a Gaussian function.

The cyclic pattern in the axial direction was confirmed by
both the measured (top graph, Fig. 8) and the calculated PSFs
(bottom graph, Fig. 8). The cycle periods were about 3.2 and
1.6 mm, respectively for the measured and calculated PSFs.
Given the geometrical parameters used in the simulation, the
1.6-mm period is expected, as described in Section II-E. On
the other hand, the 3.2-mm period indicates that the actual
dimensions of the crystal and septa in the prototype system
were different from the values we assumed in the simulation
and modeling. Consistent with what is observed in Fig. 7, the
FWHM of the measured PSFs is about 0.5 mm wider than that
of the calculated on average.

D. Tomographic Images

The most important test for the derived system matrix is the
quality of the reconstructed images. The transverse plane image
of a hot-rod phantom and the section profile passing through
several hot-rods are shown in Fig. 9. The images of the 1.7
mm diameter hot-rods are clearly identified. There is no evident
image artifact.

Fig. 10 shows a “coronal” view of the modified Defrise
phantom image. The profiles show clear separation of the hot
strips with 2.5 mm thickness. The profile shown in the lower
part of Fig. 10 indicates the axial image resolution achieved
with the reconstruction is 2.5 mm or better.
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Fig. 8. The FWHM of a ®”Co point source projection profile in axial direction.
The 37 Co point source was measured at 11 axial positions over a 3.2 mm range.
The 4 curves were from projections corresponding to 4 slit-apertures. The cyclic
trend can be observed. The curves from the 4 other slit-apertures (not shown)
have the same trend.

IV. DISCUSSIONS

A. Accuracy of the Simulated System Matrix

The accuracy of the simulated system matrix is dictated by the
resemblance of the simulated to the actual imaging system. The
degree of resemblance is determined by the accuracy of the ge-
ometrical parameters and specifications defining the simulated
system. In this work, a few geometry parameters that have domi-
nating effects on the system matrix derivation and reconstructed
image quality, i.e., the slit-aperture location and COR, were ob-
tained through a calibration protocol with accuracy of less than
0.2 mm [21]. There are several other geometry parameters such
as the width of slit aperture (w in Fig. 1), slit open-angle («
in Fig. 1), the gap between septa (wg,;, in Fig. 3), and septa to
crystal relative position (Az in Fig. 3), however, have not been
included in the calibration. The accuracy for these geometrical
parameters was only as good as our laboratory’s mechanical as-
sembly capability. The estimated assembly accuracy was about
0.5 mm.

Figs. 7 and 8 show the measured FWHM value in both axial
and tangential directions to be larger than the calculated PSF.
This result indicates that the width of slit aperture and the gap
between septa used in the simulation might be lower than the ac-
tual values of the collimator-insert. Besides, the shift between
the calculated and measured cyclic pattern in Fig. 8 demon-
strates that the septa to crystal relative position in the simulated
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Fig. 9. The image of a transverse plane of the hot-rod phantom is shown on
top. The section profile as indicated by the dashed line is shown in the bottom
graph. The hot-rod diameters in the six sections were 2.4, 2.0, 1.7, 1.35, 1.0,
and 0.75 mm, respectively. The distance between hot-rods in each section was
twice that of the hot-rod diameter in the section.

Image intensity

Image voxel index

Fig. 10. A photo of the modified Defrise phantom filled with 99 mTc activity
(in red) is shown on the top-left. The image on the top-right is the “coronal” sec-
tional view of the reconstructed image. The image profile shown in the bottom
graph is from the location indicated by the dashed line overlaid on the image in
the center.

and actual system were misaligned. To achieve a better match
between the measured and calculated PSFs, i.e., to derive a more
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accurate system matrix, all the geometrical parameters identi-
fied above should be included in the calibration. Knowing the
conventional geometrical parameter calibration, as the one we
implement, used only the centroids of orbiting point source tra-
jectories [27], calibrating these additional parameters may re-
quire the characterization of point source trajectory’s shape. The
PSF validation approach described in this work would be an im-
portant step in assessing the accuracy of the calibration.

B. Acceleration of System Matrix Derivation Through
Controlled Source Emission Directions

Even with a powerful computer cluster with hundreds of
nodes, it still takes a few days to generate the simulation data
for deriving the system matrix for each new configuration.
For quick production of system matrix using the Monte Carlo
simulation data, a possible solution is to use a series of rod
sources instead of the uniform cylinder source. For each rod,
the axial and transverse opening angles towards a slit can be
precalculated. The emission directions of the sources can then
be restricted to these openings to maximize the probability
of photon detection and therefore improve the simulation
efficiency and reduce the simulation time.

V. CONCLUSION

We implemented a system matrix derivation method for an
animal SPECT system using a slit-slat collimator and a PET
detector system. The slit-slat collimator’s axial symmetry was
studied and validated through a study of measured PSFs from
moving a point source over a 3.2 mm range of axial positions.
The system matrix was first assessed with measured PSFs and
then with experimental phantom studies. On average the FWHM
of measured PSFs was about 0.5 mm wider than that of PSFs cal-
culated from simulated system matrix. This indicated that cer-
tain geometrical parameters such as the width of slit aperture
and septa gap need to be more accurately determined. The re-
constructed phantom images showed that the hot-rods with 1.7
mm diameter in transverse plane and 2.5 mm hot-cold strips in
coronal view could be distinguished clearly, indicating that cer-
tain degree of image resolution recovery has been achieved, and
the system matrix derived was correct.
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