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Abstract

The proliferation of newer agile integrative business information systems (IBIS) environments that use the software agent and the multiagent systems paradigms has created the need for a common and well-accepted conceptual modeling grammar that can be used to efficiently, precisely, and unambiguously, model agile IBIS systems at the conceptual level. In this paper, we propose a conceptual modeling grammar termed Agile Integration Modeling Language (AIML) based on established ontological foundation for the multiagent-based integrative business information systems (MIBIS) universe. The AIML grammar provides adequate and precise constructs and semantics for modeling agile integration among participating work systems in terms of quickly building and dismantling dynamic collaboration relationships among them to respond to fast-changing market needs. The AIML grammar is defined as a formal model using Extended BNF and first order logic, and is elaborated using a running example in the paper. The grammar is also evaluated in terms of its syntactic, semantic, and pragmatic qualities and is found to exhibit a high degree of quality on all these three dimensions. In particular, the pragmatic quality of AIML measured in terms of grammar complexity evaluated using complexity metrics indicates that AIML is much easier to learn and use as compared to the Unified Modeling Language (UML) for modeling agile integration of work systems in organizations.
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1. Introduction

Information systems have been playing an important role in supporting business integration. Traditional integrative business information systems (IBIS) [18,19] such as ERP, EAI, and workflow management systems have brought significant benefits to businesses in terms of improved planning, timely deliveries, reduced inventories, reduced costs, and responsive and improved customer service [19]. However, they take significant amounts of time and effort to develop as all their component work systems\(^5\) are tightly coupled to each other. Tight coupling also results in difficulties in adding new and modifying or deleting existing collaborative relationships among participating work systems. On the other hand, current hypercompetitive business environment requires business organizations to quickly build as well as dismantle dynamic collaboration relationships among various participating work systems, both internally and externally, to respond to fast-changing market needs.

Consequently, newer agile IBIS systems\(^6\) should allow participating work systems to integrate with each other while preserving their local autonomy and coordinating in a decentralized manner. In an agile IBIS system, we envision no overall control over participating work systems and integration occurs through dynamic coordination among the participating work systems, in addition to the necessary integration at the technology and data levels [19]. In such a scenario, business processes are rather dynamic and emergent, relying on the judgments and decisions of individual work systems. To achieve this type of integration, an IBIS system should allow participating work systems to reach agreements about service contracts on their own without central control. Further, users and developers should be able to configure various business processes and collaboration relationships among work systems dynamically as the goals and needs of the organization change.

Recently, multiagent systems comprising of collaborating software agents have emerged as a new technology to solve complex problems in a distributed environment [40]. A software agent is “a computer system that is situated in some environment, and that is capable of autonomous action in this environment in order to meet its design objectives” [41]. An intelligent software agent within a multiagent system is autonomous (i.e., it acts without human intervention), reactive (i.e., it responds to events in the environment), proactive (i.e., it is goal-directed), and social (i.e., it interacts with other software agents to get what it needs) [41].

The multiagent systems paradigm has a number of parallels with the IBIS paradigm as noted in earlier work [19]. Further, due to their dynamic coordination and collaboration capabilities, software agents in multiagent systems are uniquely capable of supporting integration in agile IBIS systems as they provide flexibility in resolving inconsistencies and dependencies involved in work systems coordination. Further, software agent as a modeling paradigm minimizes the semantic gap between work system coordination and information system modeling [14]. As a result, software agents have been adopted by a number of researchers in various IBIS applications such as e-commerce [e.g., [16,28]], business process management [e.g., [15,21]], supply chains management [e.g., [12,33]], enterprise integration [e.g., [22,32]], and manufacturing [e.g., [10,20]] to create more agile integrative environments.

This proliferation of newer agile IBIS environments that use the software agent and the multiagent systems paradigms has created the need for a common and well-accepted conceptual modeling grammar that can be used to efficiently, precisely, and unambiguously, model agile IBIS systems. This is because existing modeling grammars such as ERD, object-oriented techniques, and business process modeling techniques lack requisite capabilities to model autonomy, intelligence, and agile coordination and collaboration that are central to agile IBIS systems. Most agent-oriented systems development methodologies also do not have conceptual-modeling-level constructs formally defined with unambiguous semantics. Further, researchers and designers that apply the software agent principles and concepts in various agile IBIS applications have defined their own unique and application-specific constructs and rules for conceptual modeling of agile IBIS systems which limits knowledge sharing and reuse in the agile IBIS community and may result in compatibility issues among future IBIS systems. In response to this state of craftsmanship, Kishore et al. [19] synthesized literature in the areas of IBIS systems and multiagent systems with the intent of developing a comprehensive foundation ontology for the universe of Multiagent-based Integrative Business Information Systems (MIBIS) that can become the basis for a sound conceptual modeling grammar for a variety of agile IBIS systems.

We extend Kishore et al. ’s work and develop a formal conceptual modeling grammar termed Agile Integration

\(^5\) A work system is “a system in which human participants and/or machines perform a business process using information, technology, and other resources to produce products and/or services for internal or external customers” [2].

\(^6\) We use the term IBIS system in this paper for ease of reading even though the IBIS acronym includes the initial S for the term system.
Modeling Language (AIML)\(^7\) for modeling of agile IBIS systems that belong to the MIBIS universe and utilize the notions and principles of multiagent systems for agile integration. This grammar is defined in ISO/IEC 14977 Extended BNF [13] and formally specified in first-order logic. AIML facilitates MIBIS modeling in several ways. First, AIML serves as a foundation ontology for MIBIS knowledge representation, which can be shared and reused during the process of system analysis and design. Second, the formally defined AIML constructs serve as templates to be customized and enhanced for individual MIBIS applications. Finally, the rigorous formalism of AIML serves as an analytical tool for developers to detect and avoid possible conflicts in MIBIS modeling.

The paper is organized as follows. In Section 2, we summarize the conceptual framework for the MIBIS universe described by Kishore et al. [19] and discuss the need for a conceptual modeling grammar for this universe. In Section 3, the AIML grammar is elaborated, formally defined, and explained through examples. In Section 4, we evaluate the quality of the AIML grammar. Finally, Section 5 concludes the paper with remarks on some future research directions.

2. The MIBIS conceptual framework

MIBIS is an information system that uses software agents to support coordination among multiple work systems. Coordination is defined as “managing dependencies between activities” [24]. In MIBIS, dependencies are resolved through interactions between agents.

Fig. 1 describes the conceptualization of a MIBIS system. Multiple work systems are brought together by a MIBIS to form a business enterprise\(^8\) so they all can contribute to and benefit from the accomplishment of various business goals. Each work system is composed of software agents and information resources. Some agents work as interfaces to interact with other work systems and to exchange information with users and other entities in the MIBIS environment. Agents in MIBIS are intelligent in the sense that they make real-time decisions based on their own knowledge and information. They control what information to share, who to interact with, and how to negotiate in order to maximize their own benefits.

Kishore et al. [19] investigated various modeling paradigms in the IBIS domain and systems development methodologies in the multiagent systems domain to assess their suitability for modeling of MIBIS systems, as conceptualized above. Based on this review and synthesis, they identified a set of eight ontological constructs for MIBIS modeling that are minimally required to model a system efficiently, precisely, and unambiguously in the MIBIS universe. These eight constructs are agent, role, goal, interaction, task, resource,\(^9\) information, and knowledge. Due to length limitations, we only provide a brief discussion about these constructs and a detail elaboration can be found in [19].

Agent is a central construct in MIBIS modeling. From a modeling perspective, agent provides a much higher-level abstraction than the traditional object concept for modeling human actors in business organizations. Unlike objects, agents are able to control their behaviors through their “mentalistic” components such as knowledge, belief, intention, and obligation. In addition, agents engage in conversations instead of single-message exchanges in object communications. From a system architecture perspective, multiagent systems provide excellent support for the distributed, decentralized, and complex IBIS environment. As a result, a MIBIS system can mimic the social system to a great extent by introducing the notion of agent into MIBIS modeling.

While agents are transient both in organizations as well as on computer network in the sense that they may join (appear) and leave (disappear), role is a more

\(^7\) In earlier versions of this paper and in other related papers, we had termed this conceptual modeling grammar as MibML (for Multiagent-based Integrative Business Modeling Language). However, recently through discussions with some colleagues in the field, it became clear to us that the proposed grammar had a much wider applicability than just in multiagent-based IBIS systems. For example, a colleague informed us that he is using the eight ontological constructs that we identified in our earlier MIBIS paper for analyzing and modeling computer games through roles, interactions, etc. but without the use of multiagent systems. We also became aware that other colleagues in the field are using the MIBIS ontological constructs in business process management applications. Therefore, we have now renamed the grammar as AIML to capture the essence of agility that is provided by multiagent systems and that is needed in newer integrative systems. We removed the term multiagent from the name of the grammar because multiagent systems provide just one way to implement the notions of agile integration. This renaming will allow the further extension and development of the current grammar for other agile integration universes without the need for creating a new grammar for those domains. However, we continue to discuss the AIML grammar in this paper in the context of MIBIS systems to draw from and build upon previous work.

\(^8\) A business enterprise can be a single business organization or it can be an extended, networked, or virtual strategic alliance.

\(^9\) “Resource” construct is not included in our discussion because its semantics overlaps with the “information” construct in the conceptual modeling context. Information about resources rather than resources themselves are a matter of concern when we are engaged in conceptual modeling of work systems and business integration.
An enduring concept that introduces the organizational view into MIBIS. Business organizations define roles, such as that of a purchase manager, a master technician, etc., as templates for the work these abstract entities will perform and goals they will achieve. In systems modeling, role has been used to decouple business process definitions from concrete resources such as physical individual actors [3], and provides “a new abstraction that can unify diverse aspects of a system” [42]. In this sense, inclusion of the role concept in MIBIS modeling provides the advantages of design focus, reusability, and flexibility. Further, the notion of autonomous and loosely-coupled roles with their own set of tasks provides the necessary capability for achieving agile integration as roles can be added, modified, or removed as necessary to meet dynamic business needs.

A system that supports business integration brings together work systems that share the same overall business goals and contribute towards achieving those goals. In other words, goals provide the raison d’être for coordination among work systems and, thus, for MIBIS systems. In view of its importance, goal has been identified as an essential concept for capturing user requirements in systems modeling. It is capable of aiding in the elicitation and elaboration of requirements, relating system requirements to organizational and business contexts, clarifying requirements, and dealing with conflicts [43]. Accordingly, information systems developed based on goals are more stable than those based on functions, processes or information structures that often change with time [7]. At the same time, the notion of goals provides another mechanism for achieving integration agility as it is business goals that change in dynamic environments.

One of the central problems in work systems integration is to resolve inconsistencies or conflicts caused by goal dependencies, task dependencies, and resource dependencies. Interaction is one of the basic means for managing and resolving dependencies. Through interactions, agents are able to communicate with each other for sharing resources, checking for task/goal accomplishment, checking for availability of other agents for performing certain tasks, negotiating prices and time-lines, subcontracting tasks to other agents, deciding upon future courses of action, and constructing dynamic business processes to reach system goals, etc.

Fig. 1. The conceptualization of MIBIS (adapted from Kishore et al. [19]).
their activities and resources. Agents require information as inputs in order to make context-dependent real-time decisions to manage and resolve interdependencies. Therefore, information is fundamental to MIBIS modeling.

Knowledge is a personal justified belief of an entity (a human actor or software agent) rather than an absolute and static true belief (for all entities at all times), following recent and prominent viewpoints about organization knowledge [11,26]. Knowledge is fundamental to MIBIS modeling because it represents “mentalistic” characteristics of software agents. Software agents can possess declarative knowledge (know-that) and/or procedural (know-how). Declarative knowledge is what an agent believes about itself, other agents, and its environment, while procedural knowledge represents business rules that control how the agent performs its tasks and interactions. Knowledge is different from information in several perspectives. First, declarative knowledge is context-related, run-time data internal to an agent. Agents have full control of their declarative knowledge. Information on the other hand is external to the agent. Second, through incoming information agents may revise their current beliefs and form new beliefs, thereby adding to, restructuring, or changing their current declarative knowledge. Further, agents make decisions based on their knowledge and not simply based on information. For example, with incomplete information on a competitor’s pricing strategy, a sales agent may form a belief that the current price is the lowest price that its competitor will offer and may, thus, offer a 5% discount on the current price to attract a customer. Third, unlike procedural knowledge, information cannot govern agents’ behaviors.

As mentioned earlier, in order to model a MIBIS system efficiently, precisely, and unambiguously as well as to facilitate MIBIS knowledge sharing and reuse, there is a need for a formal conceptual modeling grammar that has adequate power to capture and represent the above MIBIS foundational constructs and their semantics. However, there is currently a lack of such a conceptual modeling grammar in the literature. Traditional general-purpose modeling grammars do not capture all the constructs and their semantics that are necessary for the MIBIS universe. Traditional modeling techniques such as ERD and DFD focus only on limited information and process perspectives but ignore a number of behavioral and coordination perspectives. Process-oriented techniques such as Petri-nets are primarily oriented towards analysis of task timing and conflict resolution considerations in stable business processes but do not consider interaction and coordination that are essential in agile integrative business systems. Object-oriented modeling techniques may be useful for defining MIBIS specifications in terms of objects, but they provide no explicit support for the agent, role, knowledge, and extended agent interaction concepts. It is, therefore, difficult to model agent knowledge and interactions inherent to MIBIS systems. While several methodologies (e.g., Gaia, MaSE, etc.) exist for multiagent systems analysis and design, they all utilize unique constructs with unique semantics leaving little room for knowledge sharing and knowledge reuse. Further, these methodologies also do not explicitly define the constructs underlying their models and their semantics in a formal manner. Similarly, in the context of IBIS systems, most enterprise and workflow models have been criticized for the lack of essential constructs and semantics to concisely and precisely represent specific activities, tasks, business processes, business goals, and organization structures of a business [29,38]. Thus, there is a need for a new conceptual modeling grammar that can be used to efficiently, precisely, and unambiguously analyze and model at the conceptual level an agile IBIS system in the MIBIS universe. Such a grammar termed Agile Integration Modeling Language (AIML) is formally developed and discussed next.

3. The AIML Grammar

The AIML grammar is a further refinement and extension of the MIBIS foundational constructs discussed in §2 above. This grammar formalizes the constructs and defines their representation schema in ISO/IEC 14977 Extended BNF and first order logic. Relationships among the constructs and the various constraints are established in the grammar as well. We also provide a simple but comprehensive example of an agile IBIS system for a fictitious online retailer that sells made-to-order computers. We intersperse the example throughout the section to illustrate the grammar. The IBIS systems involves three participating work systems: Sales (for managing orders), Factory (for PC assembly), and Shipping (for order delivery). When the Sales work system receives an order from a customer, it tries to assess from the Factory and Shipping work systems whether they will be able to satisfy the customer’s requirements. If Factory and Shipping systems indicate that the order is not possible to be met, the Sales work system will decline the customer’s order. The Sales work system is also responsible for tracking the order status once it is accepted. Our simplified example demonstrates how AIML can help capture and model the agile integration of these three work systems at the conceptual level.
### 3.1. The AIML Fundamentals

As conceptualized in §2 above, the AIML grammar regards a MIBIS system as a goal-oriented, role-centric, and agent-based information system. Corresponding to system development stages, the AIML grammar uses the notion of goal to capture system requirements, uses the notion of role to assign responsibilities for the identified goals and to define coordination mechanisms between work systems to accomplish those goals, and uses the notion of agent to implement roles in MIBIS applications.

As a central concept in MIBIS conceptual modeling, role is the focus of the AIML grammar. In the classic role theory, a role is defined as “a collection of duties and rights” [4]. In AIML, a role is also a collection of duties and rights. Duties of a role in AIML involve performing tasks and interactions. A task is a series of processing acts performed by a single role alone to pursue its goals while an interaction is a series of communicative acts that form a conversation between at least two roles to resolve interdependencies. Where there is no need to differentiate between these two types of acts, we refer to both tasks and interactions as activities. Each role, thus, performs tasks individually and interacts with one or more roles in the system. The rights of a role in AIML pertain to access rights for information that may be required for performing tasks and interactions. A role in AIML also possesses knowledge so it can make decisions that are necessary for the tasks and interactions at hand and thereby achieve its goal. The notion of information is used to model inputs required and outputs generated during the course of task performance by a role. The notion of knowledge is used to represent a role’s, and thereby an agent’s, internal beliefs and business rules that govern its behaviors. Fig. 2 depicts these fundamentals in a meta-model of the AIML grammar. In essence, a role provides the complete contextual knowledge and relationship of an agent with all other entities within a MIBIS system. A role is an abstraction for the tasks it needs to perform and the interactions it needs to have with other roles to achieve its individual goal, the information that it needs to access or it will generate during the course of performance of its tasks and interactions, and the knowledge that it needs for the successful execution of its tasks and interactions and for the successful achievement of its assigned goal. The key features of the AIML grammar are, therefore, role centricity, goal orientation, interaction focus (for coordination), and knowledge encapsulation (for autonomous behavior) and it is these features that allow AIML with the necessary capabilities for modeling agile integration in an effective manner.

### 3.2. Formal Specification of AIML

In this section, we define the AIML constructs as a set of schemas using ISO/IEC 14977 Extended BNF [13]. The relationships, axioms, and constraints which

---

**Table 1**

<table>
<thead>
<tr>
<th>Convention of notations used in AIML specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>Bolded lower case letter(s)</td>
</tr>
<tr>
<td>Instances</td>
</tr>
</tbody>
</table>

---

**Fig. 2.** The AIML fundamental constructs and their relationships.
The AIML constructs are defined in first order predicate logic. Table 1 presents the conventions adopted for the notations and symbols used in specifying the AIML grammar. These conventions apply to all the symbols used to explicate the various ontological categories that arise during the specification, namely: instance, collections, types, and collection of types.

The grammar consists of a collection of (a) AIML constructs (Ψ) and (b) constraints (T). Table 2 provides an explanation of the symbols used in specifying the AIML grammar. This grammar consists of a collection of (a) AIML constructs (Ψ), and (b) constraints (T). Table 3 unambiguously defines the key AIML constructs in BNF. Table 4 provides a list of predicates that are used in specifying constraints. In the rest of this section, we provide a more detailed explanation of the fundamental AIML constructs along with their constraints and relationships based on theories in both the IBIS and multiagent literatures. During our discussion, we have attempted to avoid trivial axioms and constraints that can be easily reasoned.

### 3.2.1. Goal dependency model

Goal dependencies are captured by the goal construct in terms of a goal tree. The business goals identified during business analysis are organized into a goal tree to represent user requirements at different levels of detail. In the goal tree, a goal is decomposed iteratively until it reaches a collection of individual goals (gi) at the leaf goal level. For ease of discussion, we refer to the collection of all individual goals (gi) as a goal-set (G). The individual goals (gi) are mutually exclusive and collectively exhaustive of the MIBIS system goals. As a result, the goal-set (G) forms a whole-part relationship in which an individual goal (gi) is a component of the goal-set (G).

<table>
<thead>
<tr>
<th><strong>Table 2</strong></th>
<th>Symbols used in AIML specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td><strong>Description</strong></td>
</tr>
<tr>
<td>Ω</td>
<td>MIBML Grammar where Ω = {Ψ, T}</td>
</tr>
<tr>
<td>Ψ</td>
<td>Collection of AIML constructs Ψ = {ψi</td>
</tr>
<tr>
<td>ψ</td>
<td>AIML Construct</td>
</tr>
<tr>
<td>T</td>
<td>Collection of constraints T = {τi</td>
</tr>
<tr>
<td>τ</td>
<td>Constraints</td>
</tr>
<tr>
<td>Cattributes</td>
<td>Common attributes</td>
</tr>
<tr>
<td>αi</td>
<td>Activity (a task or an interaction)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>Goal</td>
</tr>
<tr>
<td>status</td>
<td>Goal status</td>
</tr>
<tr>
<td>c</td>
<td>Completed</td>
</tr>
<tr>
<td>e</td>
<td>Executing</td>
</tr>
<tr>
<td>w</td>
<td>Waiting</td>
</tr>
<tr>
<td>s</td>
<td>Suspended</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Role</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>rgeneral</td>
<td>Generic roles</td>
</tr>
<tr>
<td>r</td>
<td>Normal roles</td>
</tr>
<tr>
<td>rcoordinate</td>
<td>Special role to maintain goal status</td>
</tr>
<tr>
<td>d</td>
<td>Duties of a role</td>
</tr>
<tr>
<td>p</td>
<td>Privilege</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Interaction</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Interactions</td>
</tr>
<tr>
<td>msg</td>
<td>Communication from initiator role to responder role</td>
</tr>
<tr>
<td>resp</td>
<td>Response to a message</td>
</tr>
<tr>
<td>speech</td>
<td>Communicative act</td>
</tr>
<tr>
<td>speechAct</td>
<td>Action verb for communication</td>
</tr>
<tr>
<td>content</td>
<td>Example: Assertion, Query, etc.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Task</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>Tasks</td>
</tr>
<tr>
<td>φ</td>
<td>Property / Logic / Subcomponent.</td>
</tr>
<tr>
<td>input</td>
<td>Represents input to a task</td>
</tr>
<tr>
<td>output</td>
<td>Represents output of a task</td>
</tr>
<tr>
<td>&lt;i/o&gt;</td>
<td>Represents both input and output</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Knowledge</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>Knowledge</td>
</tr>
<tr>
<td>kd</td>
<td>Declarative Knowledge</td>
</tr>
<tr>
<td>kp</td>
<td>Procedural knowledge</td>
</tr>
<tr>
<td>wp</td>
<td>Workflow patterns</td>
</tr>
<tr>
<td>f</td>
<td>Facts</td>
</tr>
<tr>
<td>rule_d</td>
<td>Deduction rule</td>
</tr>
<tr>
<td>xstructure</td>
<td>Execution structure</td>
</tr>
<tr>
<td>xorder</td>
<td>Execution order</td>
</tr>
<tr>
<td>xconstraint</td>
<td>Execution constraint</td>
</tr>
<tr>
<td>ev</td>
<td>Event</td>
</tr>
<tr>
<td>evexternal</td>
<td>External event</td>
</tr>
<tr>
<td>evtemporal</td>
<td>Temporal event</td>
</tr>
<tr>
<td>evstate</td>
<td>State event</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Information</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>i'</td>
<td>Information</td>
</tr>
<tr>
<td>i'f</td>
<td>Information flow</td>
</tr>
</tbody>
</table>
The AIMA conceptual modeling grammar in BNF

\[ \phi_c := G(R[T]T[K]) \]

(* Upper case letters represent collections — see Table 1 for details *)

\[ C_{attributes} := \text{"id"}, \text{"name"}, \text{"description"}; \]

Goal:

\[ g = C_{attributes}, \text{status}; \]

status = \{c, t\} | \{w, t\};

Role:

\[ r_{General} = r_{Coordinator}; \]

(* A role is either a role that is regular role (one that is assigned to a leaf goal or a goal that updates the status of goals. If the duty is to update the status of a goal we call it the coordinator role *)

\[ r_{General} = C_{attributes}, k, d; \]

(* duties of a role may consist or single activity or a sequence of activities *)

\[ a = \{t[i]\} | \{w[i]\}; \]

(* In Extended BNF, * implies symbols repeated one or more times *)

Interaction:

\[ i = C_{attributes}, \text{Speech}; \]

Speech = \{Msg\} | \{Speech, Resp\};

(* The symbol Message is used to express both \{Msg\} and Resp as they have the same format. *)

Message = initiator, responder, speech\_content

(* initiator is a role that initiates a communication and responder is also a role with responds to the message *)

(* Assertion, Query, Request, Perform, Commitment, Denial, etc represent speech acts *)

\[ \text{speech\_Act} = \text{"Assertion"} | \text{"Query"} | \text{"Request"} | \text{"Perform"} | \text{"Commitment"} | \text{"Denial"}; \]

(* content represents the actual message communicated during the interaction *)

Task:

\[ A = \{d|A_d\}; \]

\[ a = f_i \](\(i\) i;)

\[ t = C_{attributes}, \text{input, output, method}; \]

(* The symbol \(\langle t\rangle\) is used to express both \{input\} and \{output\} as they have the same format *)

\[ \langle t\rangle = k_j \text{if } k_j \langle t\rangle - k_j \text{if } k_j \langle t\rangle; \]

method = \(\Phi\);

\[ \Phi = \phi | f | \Phi; \]

(* \(\Phi\) is one of the methods or properties *)

Information:

\[ \Phi = C_{attributes}, \text{input, output, method}; \]

\[ \{\text{info}\} \text{ includes semantic, syntactic and structural information about the entity} *\]

(* \(\Phi\) represents the data associated with the entity instance *)

\[ \Phi^* = C_{attributes}, \text{flow\_control info} | \text{flow\_data info} | \text{data}; \]

\[ \text{flow\_control info} = \text{flow\_source} | \text{flow\_sink} | \text{flow\_frequency} | \text{flow\_response_time}; \]

\[ \text{flow\_source} = \text{flow\_external} | \text{flow\_sink} | \text{flow\_from} | \text{flow\_to}; \]

\[ \text{flow\_sink} = \text{flow\_external} | \text{flow\_sink} | \text{flow\_from} | \text{flow\_to}; \]

\[ \text{flow\_external} \text{is either an end user, or MIBIS entity or a non-MIBIS entity}; \]

\[ \text{flow\_external} = \text{"End\_User"}; \]

\[ \text{MIBIS\_entity} | \text{Non\_MIBIS\_entity}; \]

(* \(\Phi\) \text{flow\_data info} is a data structure or format information *)

The highest level of the goal tree indicates the work system that is involved in business integration at the conceptual level. Goal decomposition can be performed using existing approaches for goal-oriented requirement engineering [e.g., [6,17]]. Fig. 3 describes a simplified goal tree for an integrative business system to provide made-to-order PC service to customers. The goal tree indicates that it requires coordination from 3 work systems: customer service as an interface for customer to request, change, or cancel an order, PC assembly to assemble a PC as requested, and PC deliver to deliver PC to customers. The goal tree has 4 individual goals (G1.1.1, G1.1.2, G1.2, and G1.3), each of which has to be completed in order for the overall goal (G1) to be completed.

The implication that all the individual goals (g) have to be accomplished in order to satisfy the overall goals of the system leads to Axiom 1.

**Axiom 1.** System goals are accomplished if and only if all individual goals are accomplished.

\[ (\forall g) \text{has\_state}(g, c) \rightarrow \text{has\_state}(G, c) \]

In order to ensure the enforcement of Axiom 1 in the process of system development, we include an attribute called status in the goal schema (as shown in Table 3) in addition to the attributes that are common to all AIMA constructs. The attribute is used to maintain the state of a goal. An individual goal can be in one of the following states: completed (c), executing (e), waiting (w), or suspended (s). Although the attribute status is a design
3.2.2. Role determination

The AIML roles are design artifacts designed to accomplish individual goals at the leaf goal level of the goal tree. The relationship between the goal and role is bijective one-to-one mapping. It implies that an individual goal can be assigned to only one role, and a role is responsible for only one individual goal. Moreover, it indicates that the process of building goal tree and that of designing roles are interactive — the goal tree may need to be modified while roles are designed and vice versa. The bijective relationship between individual goals (\(g_i\)) and individual roles (\(r_j\)) are expressed in Axiom 2.

**Axiom 2.** Each individual goal is assigned to a unique role, and each role is responsible for a unique individual goal.

\[
goal(g_i) \land \text{role}(r_j) \land \text{assigned}(r_j, g_i) \\
\quad \rightarrow \text{assigned}(r_j, g_k) \land \text{role}(r_j) \land (r_i \neq r_j)
\]

\[
goal(g_j) \land \text{role}(r_k) \land \text{assigned}(r_k, g_i) \\
\quad \rightarrow \text{assigned}(r_k, g_j) \land \text{goal}(g_j) \land (g_i \neq g_j)
\]

In our example, four distinct roles need to be designed to take responsibility for the four individual goals shown in Fig. 3 and these are described and mapped in Table 5.

Roles within AIML do not have any hierarchical relationships. Existence of a role hierarchy would imply master–slave relationships. In the current conceptualization, a MIBIS system is viewed as a collection of distributed autonomous agents without any central control. Incorporation of role hierarchies in AIML is beyond the current scope and is a significant area for future research. Therefore, all agents within a system are conceptualized to be in peer-to-peer relationships. Consequently, supervisory roles do not exist as reflected in Axiom 3.

**Axiom 3.** No role can control other roles in a MIBIS system.

\[
\text{role}(r_i) \land \text{role}(r_j) \land (r_i \neq r_j) \rightarrow \text{subordinate}(r_i, r_j)
\]

Furthermore, in order to ensure the accomplishment of the overall systems goals in a peer-to-peer environment, AIML provides one special role termed coordinator to track goal accomplishment status of other roles. The task of the coordinator role (\(r_{\text{coordinator}}\)) is to update the status of all the goals in the system and ensure that every goal in the overall system goal tree is accomplished. Therefore, we have the following axiom:

**Axiom 4.** The state of the goal is changed by a special role called the coordinator role which possesses the necessary permission to change the status of goals in the MIBIS system.

\[
goal(g) \land \text{role}(r_{\text{coordinator}}) \land \text{changed_goal_stat}(r_{\text{coordinator}}, g, \text{status})
\]

\[
\quad \rightarrow \text{has_state}(g, \text{status})
\]

where the status is set to either completed, executing waiting or suspended and \(\exists r_{\text{coordinator}} \land \text{role}(r_{\text{coordinator}}) \in R\)
where \( R \) is the collection of roles. Please note that we have used the notation \( \exists! \) to specify uniqueness quantification.

### 3.2.3. Interaction specification

Following the speech act theory, an interaction in AIML is defined as a coordinated sequence of speech acts \([8,39]\). Speech Acts (SA) are utterances that contain information needed to assert and perform actions and serve as building blocks of communication protocols. They define what people do while communicating \([9,30]\). Speech act verbs are used in speech act utterances, to perform actions such as booking, complaining, forgiving, etc. \([34,35]\). Therefore, the specification of an interaction in AIML includes \( \text{initiator} \), \( \text{responder} \), \( \text{speech act} \), and \( \text{message} \) as defined in Table 3. The initiator starts an interaction by sending a message using a speech act. However, the message may or may not evoke a response from the responder. Likewise, the response from the responder may or may not evoke a new message from the initiator. Table 6 shows an example specification of the interaction for Sales to find a factory to assemble PCs for customers.

In MIBIS, not a single role has complete knowledge and capabilities to accomplish the overall system goal. That is, all roles need to interact with other roles. On the other hand, every interaction must involve at least two distinct roles.

Therefore, the relationship between the role and the interaction construct is governed by Axioms 5 and 6.

**Axiom 5.** Every role is involved in at least one interaction either as an initiator or a responder.

\[
\forall r \text{ role}(r) \rightarrow \exists! i \text{ interaction}(i) \land (\text{initiator}(i, r) \lor \text{responder}(i, r))
\]

(Axiom 6) Every interaction involves an initiator role and a responder role.

\[
(\forall i [(\exists! r_i) \text{ role}(r_i) \land \text{interaction}(i) \land \text{initiator}(i, r_i)]) \rightarrow (\exists! r_j) \text{ role}(r_j) \land \text{responder}(i, r_j) \land (r_i \neq r_j)
\]

where \( R \) is the collection of roles in the MIBIS universe and \( r_i, r_j \in R \).

### 3.2.4. Task specification

A task can be as simple as a single activity or as complex as a business process or a workflow. AIML supports

<table>
<thead>
<tr>
<th>Table 5</th>
<th>The bijective mapping between goals and roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Goal</td>
<td>Role</td>
</tr>
<tr>
<td>G1.1.1 to acquire customers’ orders</td>
<td>R1.1 Sales</td>
</tr>
<tr>
<td>G1.1.2 to provide customer service</td>
<td>R1.2 Customer service</td>
</tr>
<tr>
<td>G1.2 to assemble PC</td>
<td>R2 Factory</td>
</tr>
<tr>
<td>G1.3 to deliver PC</td>
<td>R3 Shipping</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
<th>Specification of the interaction “Find Factory”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction</td>
<td>Inter1</td>
</tr>
<tr>
<td>Name</td>
<td>Find Factory</td>
</tr>
<tr>
<td>Description</td>
<td>Sales contacts possible factories and find an appropriate one for customer’s order</td>
</tr>
<tr>
<td>Initiator role</td>
<td>R1.1 Sales</td>
</tr>
<tr>
<td>Responder role</td>
<td>R2 Factory</td>
</tr>
<tr>
<td>speech act messages</td>
<td>Sales (Request) propose a contract for customer’s order</td>
</tr>
<tr>
<td></td>
<td>Factory (Acceptance) accept the contract</td>
</tr>
<tr>
<td></td>
<td>Sales (Assertion) confirm the contract</td>
</tr>
</tbody>
</table>
tasks to be decomposed recursively into two types of hierarchy: sub-activities and subtypes. The former is a decomposition of a task into AND/OR sub-activity components, while the latter represents an IS-A hierarchy. For example, as shown in Fig. 4, a parent task “process order” can be decomposed into the constituent sub-activities of “receive order”, “find factory”, “find shipping”, and “confirm order”; the activity “find shipping” can be further decomposed into specialized subtypes of “find ground shipping” and “find express shipping”. Similar conceptualization is also employed in Malone et al. [25].

To support the task hierarchy, AIML provides two predicates: (a) partOf(t_i, t_j) – task t_i is considered a subpart of task t_j; and (b) isa_typeof(t_i, t_j) – task t_i is considered to be of type task t_j. Axiom 7 describes the non-reflexivity properties (C 8 and C 9) of task decomposition. These properties are important because they ensure task hierarchical structure to be represented as a Directed Acyclic Graph (DAG).

**Axiom 7.** A task and its sub-level tasks are non-reflexive.

\[
\text{partOf}(t_i, t_j) \rightarrow \neg \text{partOf}(t_j, t_i)
\]

\[
\text{isa_typeof}(t_i, t_j) \rightarrow \neg \text{isa_typeof}(t_j, t_i)
\]

Partitioning along the dimension of subtypes (isa_typeof relationships) allows for inheritance from a more generalized type to a more specialized type, in a manner that is similar to the type hierarchy considered in most object-oriented approaches. It is important to note that while the Part-Whole (partOf(t_i, t_j)) is transitive (see Axiom 8 — C 10), the inheritance relationship (isa_typeof(t_i, t_j)) is not constrained to be so. The transitive closure in the inheritance relationship (isa_typeof(t_i, t_j)) is not enforced so that a task does not automatically inherit from ancestors properties and methods that the parent tasks have overridden.

**Axiom 8.** Transitive closure of part-whole relationship

\[
\text{partOf}(t_i, t_j) \land \text{partOf}(t_j, t_k) \rightarrow \text{partOf}(t_i, t_k)
\]

Similar to the object-oriented approach, AIML allows for subtypes to override inherited properties as described by Axiom 9.

**Axiom 9.** A subtype is able to override the properties inherited from its parent.

\[
\text{isa_typeof}(t_i, t_j) \land \text{has_properties}(t_j, \Phi_1) \land \text{overrides}(t_i, \Phi_1, \Phi_2) \rightarrow \text{has_properties}(t_i, \Phi_2)
\]

The task construct has been conceptualized to include the following attributes: Input, Output, Parent Tasks, Sub-Activities, Sub-Types, and Method as defined in Table 3. Inputs are information required for task execution, while Outputs are information generated from the task; the Method metaphor embodies the procedural knowledge that specifies the detailed logic for execution of the task. A method can be described using different mechanisms, including structured English and pseudo code. Table 7 is an example specification for the task “receive order”.

### 3.2.5. Information modeling

Information refers to data resources available within a MIBIS application and may pertain to both the functional (business-aware) and the non-functional (business-unaware; IT system-specific) aspects of the MIBIS application. The information construct of AIML consists of information entities and information flows. The specifications of both information entities and information flows are detailed in Table 3.

![Fig. 4. an example of task decomposition.](image-url)
Information entities refer to internal data within the system that are part of data stores. They represent regular business objects (such as order, customer, etc.) and other materialized views of data. The schema of information entities includes the structure of tables, the relationships, entity integrity constraints, referential integrity constraints, cardinality constraints, etc. Information entities may be implemented using relational databases and the schema corresponds to items typically stored in database repositories. The specifications of information entities have no difference from those in traditional data modeling. Table 8 indicates that customer number, name, address, phone, and internal credit ranking must be recorded in the database.

Information flows represent data that are in transit; for example, data moving between external users and roles, between information entities and roles, or between other external systems and roles. Information flows are different from information entities in their time orientation [5]. Information flows are temporal. They cease to exist once they are acted upon by an agent or stored in a data store or provided to an entity external to the MIBIS system. Information flows represent data resources for agents to update their beliefs or for information entities to update their states. Table 9 describes the information flow from customers to make order requests.

**Table 7**
Specification of task “Receive order”

<table>
<thead>
<tr>
<th>Task</th>
<th>Identifier</th>
<th>Name</th>
<th>Description</th>
<th>Input</th>
<th>Output</th>
<th>Parent Tasks</th>
<th>Sub-Activities</th>
<th>Sub-Types</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1.1</td>
<td>Receive order</td>
<td>Capture customer’s order</td>
<td>Customer information</td>
<td>Order request</td>
<td>Order</td>
<td>Process order</td>
<td>None</td>
<td>None</td>
<td>Do for each order</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Get customer account information</td>
<td>Create order</td>
<td>Enddo</td>
</tr>
</tbody>
</table>

All data resources and information available within the MIBIS application are protected and access is based on the privileges a role possesses. Privileges reflect authority of roles to view, manipulate, create, or take other alternative actions on information. Privilege to access information entities and flows are granted at various levels of granularity $\langle i_{chunk} \rangle$ as determined by business rules. A role has to be granted the privilege at the intended level of granularity if it has to be able to access information. Therefore, we have the following axiom:

**Axiom 10.** A role has to be granted a privilege in order to enable it to access necessary information.

$$\forall r (\forall i_{chunk} \left[ \text{role}(r) \land \text{information}(i_{chunk}) \land \text{accesses}(r, i_{chunk}) \right] \Rightarrow \text{has_permission}(r, p, i_{chunk}))$$

(12)

$$\text{has_permission}(r, p, i_{chunk}) \Rightarrow \text{assign}(p, r, i_{chunk})$$

(13)

**3.2.6. Knowledge specification**

Human knowledge resides in the mind of individuals [1] and not in the collection of information. Similarly, knowledge in AIML is conceptualized to exist within individual roles and is therefore private to the roles. Accordingly, a role must posses the needed knowledge in order to use it. This constraint is represented in Axiom 11.

**Axiom 11.** A role can only use its own knowledge.

$$\forall r (\forall k [\text{role}(r) \land \text{knowledge}(k) \land \text{uses_knowledge}(r, k) \Rightarrow \text{has_knowledge}(r, k)])$$

(14)

Individual and organizational knowledge are very broad constructs consisting of both explicit and tacit knowledge [1]. However, the knowledge construct in AIML is viewed from a somewhat narrower perspective, in that it captures and represents only computational knowledge that is explicitly defined.Individual and

<table>
<thead>
<tr>
<th>Identifier</th>
<th>INF1</th>
<th>Name</th>
<th>Description</th>
<th>Flow source</th>
<th>Flow sink</th>
<th>Flow frequency</th>
<th>Flow response time</th>
<th>Flow data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer order request</td>
<td>Customer order request</td>
<td>Order request from customers to sales</td>
<td>External entity Customer</td>
<td>R1.1 Sales</td>
<td>When customers place orders</td>
<td>Synchronous</td>
<td>Item number, quantities</td>
<td></td>
</tr>
</tbody>
</table>
organizational knowledge includes declarative (know-what) or procedural (know-how). Correspondingly, explicit computational knowledge in AIML consists of both declarative knowledge ($d_k$) and procedural knowledge ($p_k$). Declarative knowledge is composed of facts and deduction rules. Facts are beliefs that a role keeps about itself, about other roles in the system, and about the environment it resides in. Deduction rules empower roles to engage in deductive reasoning with the constraint that at least two existing facts are needed to deduce a new fact. This is further elaborated in Axiom 12.

**Axiom 12.** A new fact can only be deducted from at least two existing facts using a deduction rule.

$$\text{fact}(f_k) \lor \text{deduction}(f_k) \rightarrow (\exists \text{rule}_{ev})(\text{operates on}(\text{rule}_{ek}, F))$$  \hspace{1cm} (15)

where $F$ is a collection of facts with the collection containing at least two elements i.e. $\exists^{\geq 2} f \in F$, and the quantification expression $\exists^{\geq 2}$ is used to indicate ‘there exists at least two’.

Procedural knowledge dictates issues relating to precedence, timing, frequency, etc. of activities, and is conceptualized to consist of activity execution structure and activity execution constraints. Activity execution structure relates to knowing the order in which activities need to occur. As discussed earlier, an activity can either be a task or an interaction. Activity execution structure also includes information regarding how frequently activities have to be performed and whether certain activities are optional. The predicates (precedes($a_1, a_2$), concurrent ($a_1, a_2$), frequency($a, n$) and optional($a$)) are used to express activity execution structure as shown in Table 4.

Activity execution constraints determine the events that trigger activities. In AIML, an activity is always triggered by an event. The event can be an external event ($ev_{ext}$), a temporal event ($ev_{temporal}$), or a state event ($ev_{state}$). External events emanate either from the environment including other roles or from end-users (such as a customer placing an order). External events generated by another role in the system correspond to inter-role-task dependencies. For example, a role $r_1$ may start executing a task $t_1$ only when another role $r_2$ completes a task $t_2$. In order to preserve the autonomy of roles and hence the agents playing the roles, AIML does not permit modeling such constraints as part of the task execution structure of the role $r_1$. However, such constraints can be modeled as an external event for role $r_1$. Temporal events are constraints placed on the execution of tasks or interactions based on some time consideration such as the elapse of some time period. A state event is an event that occurs inside a role, and changes the state of the role, and accordingly triggers a task or a set of tasks. The requirements of activity execution constraints are expressed in Axiom 13.

**Axiom 13.** Activities in the MIBIS universe must be triggered by an event. When an event (external, temporal, state, etc) trigger an activity, a role executes the activity.

$$\forall a_i | \text{role}(r) \lor \text{executor}(r, a_i) \rightarrow (\exists ev \text{trigger}(ev, a_i))$$  \hspace{1cm} (16)

Table 10 describes an example specification of knowledge for sales.

### Table 10: Specification of knowledge for Sales

<table>
<thead>
<tr>
<th>Knowledge Identifier</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifier K1</td>
<td>Sales Knowledge</td>
<td>Knowledge on pricing, credit ranking, financing, order rejection/approval policy, and constraints on performing tasks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Declarative Knowledge</th>
<th>Facts</th>
<th>Deduction rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliable factories</td>
<td></td>
<td>If no factory can be found to satisfy customer’s exact request, a comparable configuration is suggested.</td>
</tr>
</tbody>
</table>

| Procedural knowledge | T1.1 “receive order” precedes T1.2 “find factory” and T1.3 “find shipping”: T1.2 “find factory” and T1.3 “find shipping” are parallel. T1.2 “find factory” and T1.3 “find shipping” precedes T1.4 “confirm order”. |
|----------------------|-------|-----------------|
| Execution constraints | T1 “process order” is triggered by receiving customer’s order request |
Axiom 14. Every role must be played by at least one agent.

\[ \forall r \text{ role}(r) \rightarrow \exists \text{agent}(a_g) \land \text{plays}(a_g, r) \]  

(17)

Axiom 15. Every agent must play at least one role.

\[ \forall a_g \text{ agent}(a_g) \rightarrow \exists \text{role}(r) \land \text{plays}(a_g, r) \]  

(18)

It may be noted that for every role there is at least one agent that plays that role. However the agents are not constrained in any other way. This allows for the assignment of multiple agents to a role. Similarly we constrain using expression C20 that every agent must play a role. There are no further constraints and this essentially allows for the assignment of many roles to an agent.

4. AIML quality evaluation

AIML conceptual grammar is developed following the helix-spindle model for ontological engineering [18] to ensure a high quality of this grammar. Following this model, the development process goes through three major phases-a conception phase, an elaboration phase, and a definition phase. At each phase, the AIML constructs and their relationships are defined based on well-founded theories and tested by building an application domain framework. If any problems are detected during framework building, the AIML development slides back to the beginning of the phase to guarantee coherence and extensibility of the grammar.

Conceptual modeling is essentially making statements in some language and it is closely linked to linguistic concepts. In this section, we follow Lindland et al’s framework [23] for discussing the quality of the AIML grammar in terms of syntactic, semantic, and pragmatic quality.

Syntactic quality deals with how well the conceptual models correspond to the modeling grammar. Its goal is to ensure syntactic correctness. There are three basic mechanisms for ensuring syntactic quality: error prevention, error detection, and error correction. Error prevention is the mechanism by which insertion of erroneous statements into the model is rejected. Error detection is finding errors after erroneous statements have been inserted into a model. Error correction deals with replacing a detected error with a correct statement. Obviously, AIML provides enough support for syntactic quality by defining AIML formally in Backus-Naur form (BNF) and first-order logic. Conceptual models created in AIML can be easily analyzed to detect errors and inconsistencies. While it may be difficult to automate error correction, software tools may be developed to automate error prevention and error detection based on formally-defined AIML syntax.

Semantic quality deals with how well the conceptual models correspond to the problem domain. The more closely a conceptual model reflects the problem domain, the better the semantic quality of that conceptual model. There are two semantic quality goals: validity and completeness. Validity ensures that all statements made by a model are correct and relevant to the problem. Completeness means that the model contains all the statements about the domain. While it is impossible to achieve total validity and completeness for anything but extremely simple problems, the AIML grammar is designed to capture the semantics of the MIBIS universe in a consistent, comprehensive, and unambiguous manner with a minimum number of modeling constructs. In [19], Kishore et al investigate the characteristics of the MIBIS universe based on the literatures in both the IBIS and multiagent systems domains. After analyzing various concepts involved in modeling MIBIS, they propose 8 minimal ontological foundation constructs for the MIBIS universe, including goal, role, interaction, task, information, knowledge, resource, and agent. The semantics of these MIBIS ontological constructs were also evaluated by Zhang et al. using the Bunge-Wand-Weber framework [44] who found the grammar to be quite expressive and comprehensive. This paper extends [19] by formally defining the internal structure of these ontological constructs and their relationships. Axioms are included to ensure the semantic consistency of conceptual models. Table 11 indicates that the AIML grammar overcomes UML limitations in supporting agent-based information systems and fully supports software agent characteristics. Therefore, the AIML grammar is a good fit with the MIBIS universe. On the other hand, the AIML grammar also provides support for completeness by supporting modularity. The AIML constructs are self-contained and allow new specifications to be added without modifying existing part of conceptual models. Each AIML building block can be changed and replaced without much effect on others. For example, one can assign new roles to agents and remove ones with no effect on the internal model of the roles.

Pragmatic quality deals with how well a conceptual model corresponds to its audience interpretation. The goal of pragmatic quality is to improve users’ understanding of a conceptual modeling grammar and reduce the misuse of the grammar in constructing conceptual models. Pragmatic quality of the AIML grammar was evaluated earlier through an ontological analysis using the Bunge-Wang-Weber (BWW) model [36] and we discuss it briefly below. It is also evaluated in the current...
Table 11
AIML support for agent-based information systems

<table>
<thead>
<tr>
<th>Agent-based IS Characteristics</th>
<th>AIML Support</th>
<th>UML Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomous</td>
<td>A role encapsulates its functionality (i.e., it is responsible for its interactions and tasks). This functionality is internal and is not affected by the environment; further a role also encapsulates internal knowledge that allows it to perform its tasks and interactions; these features of AIML represent the autonomy of a role.</td>
<td>Although an object encapsulates its functionality, it has no control on what actions to take. Its internal methods can only be initiated by external invocation. Further, an object cannot refuse an external request. In other words, UML lacks constructs to support the decision-making aspect of an agent’s autonomy. UML fully supports the reactive aspect of an agent by allowing object’s internal methods to be triggered by external events.</td>
</tr>
<tr>
<td>Reactive</td>
<td>The knowledge construct captures the events that trigger interactions and tasks; thus, AIML supports reactivity for roles and agents that play those roles.</td>
<td>UML has no explicit “mentalistic” constructs to support the agent’s proactive aspect. It does not support agent’s goal-oriented behaviors. While UML is able to model low-level message exchanging, it lacks capabilities to model agent conversations, which includes not only a sequence of messages but also semantics associated with communicative (speech) acts.</td>
</tr>
<tr>
<td>Proactive</td>
<td>The knowledge construct models possible activity execution paths and these allow the roles and agents in AIML to be proactive in decision making to accomplish goals specified in the goal construct.</td>
<td></td>
</tr>
<tr>
<td>Social</td>
<td>The interaction construct models the protocols, the communication paths, and the speech acts of the messages, thus, giving roles and agents the social ability to interact.</td>
<td></td>
</tr>
</tbody>
</table>

paper through a complexity analysis using metrics proposed by Rossi and Brinkkemper [27] and this is also discussed below.

From an ontological analysis perspective, an information system is a representation of the perceived real-world system. Therefore, a good conceptual modeling grammar must manifest the meaning of the real-world to be represented. By mapping the grammatical constructs of a conceptual modeling grammar to the ontological constructs of an ontological model (such as BWW model) which represents the real-world situation, we are able to identify ontological deficiencies of the grammar. Such ontological deficiencies result in user confusion in interpreting and using the grammar. According to Wand & Weber [37], four ontological deficiencies may be found in a grammar: 1) ontological incompleteness occurs when ontological constructs do not have equivalent constructs in the modeling grammar; 2) construct redundancy occurs when several constructs of the conceptual modeling grammar map onto a single ontological construct; 3) construct overload occurs when several ontological constructs are mapped onto a single construct in the modeling grammar; and 4) construct excess occurs when a grammatical construct might not map to any ontological construct. Because the BWW ontology is one of the most used higher-level information systems ontologies for evaluating conceptual modeling grammars, we conducted an ontological analysis of the AIML grammar using the BWW ontology to remove ontological deficiencies before formally defining the grammar in this paper. This ontological analysis, details of which are available in [44], indicated that the ontological semantics of the AIML grammar are quite clear and that the grammar has the potential to enhance user communication. We also found that the AIML grammar may also benefit MIBIS system developers as they will be able to identify easily the correct AIML constructs to represent problem domain knowledge and to develop precise conceptual models for a MIBIS system.

The second evaluation of pragmatic quality of the AIML grammar was conducted through a complexity analysis of the AIML grammar using metrics proposed by Rossi and Brinkkemper [27]. Complexity is a key measure of the effectiveness of a language because complexity directly affects the learning ability and the ease-of-use of the language [31]. Rossi and Brinkkemper [27] proposed a set of seventeen complexity metrics to evaluate systems development methods and individual techniques within those methods. Considering that AIML is a conceptual modeling grammar that covers only the early stages of the systems development life cycle, we include only the independent measures and aggregate metrics for individual systems development techniques in our analysis. Following are the definitions of the metrics we used in our analysis.

Let the model of a modeling technique $T$ be given as $M_T$, its object types as $O_T$ (object is a thing that exists on its own), its property types as $P_T$ (properties are characteristics of other meta-types), its relationship types as $R_T$ (relationship is an association between two
or more objects), its role types as \(X_T\) (role is the name given to the link between an object and its connection with a relationship), and the function \(n(A)\) denotes the number of elements in the set of \(A\).

Metric 1 \(n(O_T)\) is the count of object types per technique. This metric demonstrates the number of individual object types used to specify object systems. The metric values for various object-oriented techniques range from 1 to 10.\(^{11}\)

Metric 2 \(n(R_T)\) is the count of relationship types per technique. It indicates the number of concepts that are used for describing connections between objects. The metric values for various object-oriented techniques range from 1 to 18 (see footnote 11).

Metric 3 \(n(P_T)\) is the count of property types per technique. The metric values for various object-oriented techniques range from 3 to 18 (see footnote 11).

Metric 4 \(P_o(M_T, o) = n(P_T(o))\), where \(o \in O_T\). This metric counts the number of properties for a given object type.

Metric 5 \(P_o(M_T) = \frac{1}{n(O_T)} \sum_{o \in O_T} P_o(M_T, o)\) This metric is average number of properties per object type. The metric values for various object-oriented techniques range from 0.67 to 5 (see footnote 11).

Metric 6 \(P_p(M_T, e) = n(p_T(e)) + \sum_{x \in r_T(e)} n(p(\text{role}(x)))\), where \(e \in R_T\). This metric is the number of properties of a relationship type and its accompanying role types.

Metric 7 \(P_R(M_T) = \frac{1}{n(O_T)} \sum_{e \in R_T} P_p(M_T, e)\) This metric counts the average number of properties per relationship type. It shows the complexity of the interface between object types. The metric values for various object-oriented techniques range from 0.20 to 8 (see footnote 11).

Metric 8 \(R_o(M_T, o) = n(\{e \in R_T | o \in \bigcup_{x \in r_T(e)} \text{object}(x)\})\), where \(o \in O_T\). This metric gives the number of relationship types that can be connected to a certain object type.

Metric 9 \(R_o(M_T) = \frac{1}{n(O_T)} \sum_{o \in O_T} R_o(M_T, o)\) This metric gives the average number of relationship types that can be connected to a given object type. The metric values for various object-oriented techniques range from 0.17 to 5 (see footnote 11).

Metric 10 \(C(M_T, o) = \frac{P_o(M_T, o)}{\sum_{e \in A} P_p(M_T, e)}\), where \(A = \{x \in R_T | o \in \bigcup_{x \in r_T(e)} \text{object}(y)\}\) The quotient indicates the division of work in this technique, i.e. are things described by their internal properties, or by external connections.

Metric 11 \(C(M_T) = \frac{1}{n(O_T)} \sum_{o \in O_T} C(M_T, o)\) This metric shows the average complexity for the whole technique. The metric values for various object-oriented techniques range from 0.09 to 3.

Metric 12 \(C'(M_T) = \sqrt{n(O_T)^2 + n(R_T)^2 + n(P_T)^2}\) This metric gives the total conceptual complexity of a technique. The metric values for various object-oriented techniques range from 3.32 to 26.40.

In our complexity analysis, we compare AIML complexity metrics with UML diagrams that are used in the early stages of system development to specify user requirements and capture similar types of constructs and relationships as AIML. We select UML as the reference grammar for our comparison because UML has become the de facto modeling grammar accepted widely for object-oriented systems analysis and design. Table 12

---

\(^{11}\) The metric values are from Table 3 — Complexity values for UML and other OO methods in [31] on page 31.
compares the complexity metrics values$^{12}$ of the AIML grammar with UML diagrams at the conceptual level. While UML class diagram captures data requirements, UML activity diagram, sequence diagram, collaboration diagram, and StateChart diagram capture and describe system requirements from a behavioral perspective. The real-world information captured in these UML models is similar to the real-world information that is captured through AIML constructs. Table 12, therefore, aggregates the metric values for the selected UML conceptual-level diagrams and compares it as a group with AIML metric values to provide an apples-to-apple comparison.

Table 12 shows that AIML has significantly lower values for all complexity metrics as compared to the aggregate UML metric values except for $\overline{C}(M_f)$ which is also lower for AIML indicating that AIML is much more intuitive, and easier to learn and use. This is very much in line with contemporary anecdotal evidence that suggests that UML is a fairly complex modeling formalism. The complexity of UML stems in part from the fact that it is a general purpose modeling formalism that caters to all kinds of object-oriented systems. AIML, on the other hand, is a special-purpose modeling formalism that is developed specifically for modeling the agile integration of work systems using the notions and principles of multiagent systems and has a much narrower focus. These complexity metrics provides further evidence about the high degree of pragmatic quality of AIML and its superiority over UML, the de facto standard for conceptual modeling, in terms of ease of learning and ease of use.

5. Conclusion

Large-scale use of multiagent technology in various integrative business information systems requires a special-purpose conceptual-modeling grammar to facilitate the analysis and design of MIBIS systems. In response to such needs, we have developed the AIML grammar for conceptual modeling and high-level design of agile IBIS systems in the MIBIS universe. The grammar provides formal definitions for constructs that form an ontological foundation for representing the MIBIS universe, and provides a starting point for ontology-driven MIBIS development. The grammar benefits both IBIS researchers and practitioners. On the one hand, it advances researchers’ understanding of the MIBIS universe and thus forms a foundation for developing various methodologies for development of agile IBIS systems in the MIBIS universe. On the other hand, the formal definitions of the AIML constructs provide templates for IBIS practitioners to avoid developing individual applications from scratch each time, thereby facilitating system development knowledge reuse.

There are several future research directions to further this study. First, in order to enhance the reuse of MIBIS tools, further elaboration of the AIML grammar and axiomatic proofs are needed to increase the rigor of this grammar. Third, interactions in current study are limited to direct interactions between a pair of roles. In future work, interactions should be extended to include those between more than two roles. Fourth, knowledge in this study is limited to deductive reasoning and it is possible to extend AIML to include other types of knowledge and reasoners, such as abductive, inductive, and case-based reasoning, etc. Last, but not the least, appropriate methodologies and software tools will also need to be developed to support the analysis, design, and development of agile IBIS systems in the MIBIS universe.
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