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Abstract

We analyze the bilateral trade of divisible goods in the presence of stochas-

tic transaction costs. Mutual best-response conditions are applied to a model

of optimal investment under uncertainty. The first-best solution involves a sin-

gle transaction, but such behavior is not incentive compatible without court-

enforceable contracts. We solve for a second-best policy in which some gains

from trade can be realized through a gradual transfer. When the transac-

tion cost follows a geometric Brownian motion, the optimal path of play in a

subgame-perfect equilibrium is unique, and a closed-form solution can be ob-

tained. A number of comparative statics and welfare implications are presented

as well as real-world examples.
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1 Introduction

This paper is motivated by situations like the following. Two firms operating in

different markets find it potentially profitable to exchange trade secrets, but there is a

cost for transferring knowledge from one firm to the other. This cost might represent

the expense of encrypting data to protect secrets from outsiders or the resources

spent on administrative paperwork. Due to the intangible nature of information, it

is infeasible for the two parties to write a court-enforceable contract specifying the

goods to be traded. Moreover, if one party immediately reveals all of its information

to the other party, then the latter would have no incentive to reveal its information

to the former, because such transactions are costly. In this setting, how can the two

parties arrange trade with each other?

We study the exchange of divisible goods in a continuous-time environment. Each

of two agents is endowed with an equal amount of a good that only the other party

values. In order to transfer some of its good to the other party, an agent must pay a

transaction cost that evolves according to a stochastic process. The first-best solution

requires each agent to make a one-shot transfer of the entire stock of its good to the

other agent. Nonetheless, such a policy cannot be supported in a subgame-perfect

equilibrium. It is not incentive compatible because the agents are unwilling to incur

the transaction cost if positive future transfers are impossible.

Our ultimate objective is to solve for a second-best transaction scheme that enables

the agents to realize positive gains from trade. We establish conditions under which

the game has a nondegenerate equilibrium, and the general form of a solution is

determined. Assuming that the cost process follows a geometric Brownian motion,

a closed-form expression can be obtained for the unique path of play in a maximal

equilibrium.1 It involves a potentially infinite and gradually decreasing sequence of

transfers. We derive a number of comparative statics and welfare implications.

The basic idea behind the implementation of a self-enforcing agreement is simple.

In equilibrium, when the two agents make transfers, they withhold some amount of

the goods. The players use grim-trigger strategies, whereby they continue to transfer

the withheld goods when the transaction cost reaches a certain threshold if and only

if both parties have made the prescribed transfers in the past. Because the contin-

1A symmetric equilibrium is said to be maximal if no symmetric equilibrium yields a strictly
higher expected payoff to each agent.
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uation value is positive if and only if each party transfers its goods as stipulated,

the agents are willing to incur a positive transaction cost, enabling trade to occur in

equilibrium. Thus, the fundamental mechanism for sustaining cooperation is akin to

that in repeated games, where future rewards and punishments are used to prevent

deviation.2

Nonetheless, our analysis differs from much existing work on stochastic games in

that the state transition in our model is non-irreducible.3 In particular, as agents

make transfers, the remaining stock of each good decreases irreversibly. A related

complication is that a single agent can obstruct a state transition. For example, a

player can prevent the supply of its good from falling simply by refusing to make any

further transfers.

This sort of non-irreducibility generates a key tradeoff between the size of the next

transfer and the waiting time until the transfer. In order for agents to anticipate a

high payoff, they must exchange a large quantity of each good at the next transaction.

Hence, the amount withheld must be low at that transaction. Because the resulting

continuation value is low, the agents are willing to incur only a small cost when making

the transaction. However, the expected waiting time for a small cost to realize is high.

Since agents discount the future, a lengthy waiting time reduces the expected payoff.

We solve for a subgame-perfect equilibrium that optimizes the tradeoff between the

transfer size and waiting time.

Methodologically, we combine the theory of investment under uncertainty with

the theory of repeated games by imposing mutual best-response constraints on in-

vestment decisions.4 That is, the set of admissible investment policies is restricted

by the incentive-compatibility requirements of a subgame-perfect equilibrium. Com-

paring the first- and second-best outcomes of our model, we show that the problem

of incentive compatibility delays the realization of the gains from trade.

The game is specified in continuous time, which has a number of advantages.5

First, a closed-form solution for the maximal equilibrium is obtained with further

assumptions on the cost process. The resulting expression uniquely determines the

2For example, see Fudenberg and Maskin (1986).
3See Dutta (1995), Fudenberg and Yamamoto (2011), and Hörner, Sugaya, Takahashi, and Vielle

(2011) for folk theorems in stochastic games at varying levels of generality.
4See footnote 9 for references to the literature on investment under uncertainty.
5Continuous-time modeling also involves some complications as noted by Simon and Stinchcombe

(1989). The methodology newly developed by Kamada and Rao (2018) is applied to suitably define
strategy spaces in the game here.
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cost incurred and amount transferred on each transaction. This facilitates the analysis

of comparative statics. In addition, if the true model is one in which the transaction

cost evolves continuously over time, then welfare might be lower when players are

limited to moving at discrete times instead of responding instantly. Rational agents

may be unwilling to constrain their behavior in this way.

Besides the opening example, our framework fits a number of social situations in

the real world where exchanges are involved. For instance, consider the transfer of

prisoners or hostages between groups that are enemies or countries that are fighting.

The two agents in the model would be representatives of the parties who are negoti-

ating for the release of detainees. Each party wishes to trade captives from the other

side for the return of prisoners from its own side. The stochastic transaction cost

might be a measure of the political climate or degree of tensions between the two

groups. When tensions are high and the relationship is hostile, each group has a high

cost of releasing prisoners of war. On the other hand, the cost is low when tensions

are low and the relationship is not hostile.

In many cases, exchanges of prisoners occur in a gradual manner, as our model

predicts. One example comes from the negotiations over the repatriation of prisoners

towards the end of the Korean War. A release from the Associated Press (1953)

describes a plan under which “the United Nations will return 500 disabled North

Koreans and Chinese daily in exchange for 100 United Nations sick and wounded,”

resulting in a total of “over 600 United Nations men in exchange for 5,800 Commu-

nists.” Likewise, the transfer of captives during the Civil War in El Salvador pro-

ceeded in several stages. According to a report by LeMoyne (1984), “The wounded

guerillas left in four groups, numbering 15 each. As each group was permitted to

leave El Salvador the rebels freed two army officers.” Finally, a similar principle was

instrumental in the resolution of the Lebanon hostage crisis. In an article by Haber-

man (1991), a senior official is quoted as stating that “this will be the first of a series

of stages at the end of which the question of the hostages, of the prisoners of war, of

the missing in action, will come to a conclusion.” The chief hostage negotiator also

remarks, “We believe that this cannot be done in one shot. This is a step-by-step

process. We must take it one step at a time.”

A further prediction of our model is that the size of transfers will decrease over

time. An example of this pattern in the real world is provided by Article Two of

the Second Treaty of Indian Springs (1825). The following extract describes how the
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United States intended to compensate the Creek Indians for lands ceded to the state

of Georgia:

The United States agree to pay to the nation emigrating from the lands herein

ceded the sum of four hundred thousand dollars; of which amount there shall be

paid to said party of the second part, as soon as practicable after the ratification

of this treaty, the sum of two hundred thousand dollars. And as soon as the

said party of the second part shall notify the Government of the United States

of their readiness to commence their removal, there shall be paid the further

sum of one hundred thousand dollars. And the first year after said emigrating

party shall have settled in their new country, they shall receive, of the amount

first above named, the further sum of twenty-five thousand dollars; and the

second year, the sum of twenty-five thousand dollars; and annually thereafter,

the sum of five thousand dollars, until the whole is paid.

According to the agreement, the United States would make a gradually decreasing

series of monetary payments to the Creek Indians as they progressively surrendered

their existing lands and relocated to a different territory.

The remainder of this paper is organized as follows. Immediately after the in-

troduction is a review of the related literature. Section 2 outlines our basic model.

Section 3 analyzes the model in several steps. We start by identifying general condi-

tions on the cost process under which a nondegenerate equilibrium does and does not

exist. Thereafter, we characterize the basic properties of a maximal equilibrium. In

the case where the cost process follows a geometric Brownian motion, a closed-form

expression can be obtained for the optimal path of play. Section 4 presents compara-

tive statics for the unique solution. Section 5 investigates the welfare implications of

the model, and section 6 discusses some modeling extensions and robustness checks

in the online appendix. Section 7 concludes. The proofs of the results in the body of

the paper are provided in the main appendix.

1.1 Related Literature

Our paper connects with a line of research on gradualism in contribution games and

concession bargaining.6 In this literature, parties arrive at an agreement in a step-

6See Admati and Perry (1991); Compte and Jehiel (1995, 2003, 2004); Marx and Matthews
(2000). See also Gale (1995, 2001) and Gueron (2015) for monotone games.
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by-step fashion, and there is an efficiency loss due to delay in reaching an agreement.

Likewise, cooperation between the two players in our model is sustained through a

gradual sequence of transactions over time. There is a key modeling difference between

our paper and, for example, Admati and Perry (1991). In their setup, a benefit

from cooperation is realized only when a joint project is completed, whereas in our

framework, a benefit is received every time a transaction takes place. Additionally, our

model differs from much of this literature in that transactions continue indefinitely in

equilibrium; so that, the game we study cannot be solved using an iterated-dominance

procedure.

In our model, agents incur costs whenever they take actions. Thus, another point

of comparison is the literature on repeated interaction with switching costs. In partic-

ular, Lipman and Wang (2000, 2009) show that equilibrium dynamics are nontrivial

in repeated games with finite and infinite horizons where switching costs are large

compared to stage-game payoffs. Caruana and Einav (2008) derive similar results for

the case where agents can revise their actions over a finite horizon with increasing

switching costs. Nonetheless, the role of switching costs in those papers is different

from the effect of transaction costs in our model. In those papers, the fact that

switching costs are large in the future is important for the results, as such costs can

serve as a commitment device. By contrast, no cooperation occurs in the equilibrium

of our model if the transaction cost is bounded away from zero with probability one.

Exchange mechanisms are extensively studied in many different contexts that

involve trading favors. The seminal paper on this topic is Mobius (2001). Later work

includes: Abdulkadiroglu and Bagwell (2012) and Hauser and Hopenhyan (2005)

for the “chips mechanism”; Johnson, Simchi-Levi, and Sun (2014) for the “scrip

system”; and Wolitzky (2015) for the exchange of tokens. The distinguishing feature

of our mechanism is that devices such as chips or scrips or tokens are not needed to

sustain cooperation. It is the remaining supply of each good that is used to reward

cooperators.

Pitchford and Snyder (2004) consider a holdup problem between a buyer and a

seller in which no investment occurs in the equilibrium of the static game. In a

dynamic version, positive investment can be supported in an equilibrium where the

seller’s investment and the buyer’s repayment take place alternately. Those authors

observe that such an equilibrium would not exist in their deterministic setting if agents

must incur a fixed cost for transacting that does not depend on the amount invested.
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We resolve this issue by allowing for uncertainty in the transaction cost, in which

case agents may be able to realize positive gains from trade in a subgame-perfect

equilibrium.7 The stochastic nature of the cost may be more realistic in practice as

economic conditions or the political climate may vary over time.8 Furthermore, the

welfare implications of our model are somewhat more nuanced than in Pitchford and

Snyder (2004), where the equilibrium converges to the efficient outcome as discount-

ing frictions disappear. In our setup, the fixed cost of making a transfer creates an

additional friction, and so such convergence is not guaranteed. We identify condi-

tions on the cost process under which the efficient outcome can be approximated in

equilibrium as agents become infinitely patient.

Several theoretical results are presented in the context of general stochastic pro-

cesses in continuous time. To obtain an explicit solution for the optimal strategies,

we also consider the special case where the transaction cost follows a geometric Brow-

nian motion. The assumption of geometric Brownian motion is standard in the fi-

nance literature on investment under uncertainty.9 Similarly, a number of papers on

the principal-agent problem in continuous time, including Holmstrom and Milgrom

(1987) and Sannikov (2008), assume that the output process follows an arithmetic

Brownian motion.

Although a continuous-time setting is useful in obtaining closed-form solutions

and comparative statics, there are subtle technicalities in defining strategy spaces

due to the possibility of instantaneous responses. Simon and Stinchcombe (1989)

and Bergin and MacLeod (1993) introduced methods to overcome such a problem

in deterministic models, but they do not fit our stochastic environment. For this

reason, we use the framework recently introduced by Kamada and Rao (2018), which

also resolves technical issues related to the measurability of stochastic processes in

continuous time.

7As noted in section 6, the online appendix also examines a setting in which the quantity of goods
available for trade can vary randomly over time. With uncertainty in the supplies of goods, positive
transfers may be sustainable in equilibrium even if the transaction cost is a positive constant.

8We give further justification for stochastic transaction costs in section 6.
9For example, geometric Brownian motion is used by McDonald and Siegel (1986) to model the

market value of an investment, by Dixit (1991) to model a demand parameter, and by Bertola and
Caballero (1994) to model an index of business conditions. He (2009) studies optimal managerial
compensation under the assumption of a geometric Brownian motion in firm size. Empirical evidence
is presented in support of the model. Merton (1971) derives optimal portfolio rules under the
benchmark hypothesis of a geometric Brownian motion in asset prices. He also discusses the effect
of alternative modeling assumptions.
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2 Model

There are two agents, 1 and 2, who take actions in continuous time t ∈ [0,∞). The

discount rate is ρ > 0. There are two divisible goods, 1 and 2. The allocation of the

goods at time t is represented by [(s1,1t , s1,2t ), (s2,1t , s2,2t )], where si,jt denotes the amount

of good j that agent i possesses at time t.10 The total supply q > 0 of each good is

constant over time; so that, s1,jt + s2,jt = q > 0 for j ∈ {1, 2} and t ∈ [0,∞).11 The

initial endowment vector is s0 = [(q, 0), (0, q)].12 That is, agent 1 is endowed with all

of good 1, and agent 2 is endowed with all of good 2.13

In addition, there is a positive transaction cost ct for transferring goods between

the two parties, which changes over time according to some stochastic process.14 For

ease of exposition, let c0 > q.15 We assume that the cost process evolves independently

from the actions of the agents.16

In every instant of time, each agent observes the current realization of the cost

and chooses an amount of her good to transfer to the other agent. For i ∈ {1, 2}
and t ∈ [0,∞), let f it ∈ [0, q] represent the amount of good i that agent i transfers

at time t. A history of the game is represented as h = {ct, (f 1
t , f

2
t )}t∈[0,∞). That is,

a history consists of the realization of the cost process along with the transfers made

by the agents at each time. Given a history h, a history hu up to time u is defined as

10If a transaction occurs at time t, then si,jt is the amount of good j that agent i possesses
immediately after this transaction.

11As described in section 6, the online appendix presents a model in which the supply of each
good can vary over time.

12The equilibria of the model do not necessarily depend on the assumption that the agents have
symmetric endowments of goods. If π is an SPE when each agent i is endowed with the quantity q
of good i, then a model in which each agent i is endowed with any quantity qi ≥ q of good i also has
the SPE π as well as an SPE that is the same as π except that each agent i transfers the additional
amount qi − q at the first transaction on the equilibrium path.

13This assumption is without loss of generality provided that s1,10 = s2,20 .
14The equilibria of the model are robust to some relaxations of the assumption that both agents

face the same transaction cost. Let {cit}t∈[0,∞) for each i ∈ {1, 2} be a cost process such that
cit(ω) ≤ ct(ω) for all t ∈ [0,∞) and every ω ∈ Ω. Any SPE in grim-trigger strategies when the
transaction cost is {ct}t∈[0,∞) for each party is also an SPE of a model in which the cost is {c1t}t∈[0,∞)

for agent 1 and {c2t}t∈[0,∞) for agent 2.
15This condition will help ensure that the initial value of the transaction cost is sufficiently high

that it is a strictly dominated strategy for an agent to make a transaction right at the beginning of
the game.

16To be clear, {ct}t∈[0,∞) is a stochastic process on the probability space (Ω,F , P ), where each
random variable ct for t ∈ [0,∞) takes values in the state space S ⊆ R++. The probability space and
state space do not depend in any way on the transactions of the agents. As described in section 6, the
online appendix presents a model in which the transaction cost depends on the amount transferred.

8



(
{ct}t∈[0,u], {(f 1

t , f
2
t )}t∈[0,u)

)
. Note that hu includes information about the cost at time

u but does not contain information about the transfers at time u. By convention,

h0 is used to denote the null history (c0, {}) at the start of the game. Letting Ht

be the set of all histories up to time t, define H =
⋃
t∈[0,∞)Ht. A strategy for agent

i ∈ {1, 2} is a map πi : H → R+ that assigns an amount to transfer to each history

up to a given time.17 Let Πi with generic element πi represent the set of all possible

strategies for agent i.18

Throughout the analysis, we restrict attention to feasible strategies that satisfy

traceability, frictionality, and calculability as defined by Kamada and Rao (2018). The

set of agent i’s strategies satisfying these properties is denoted by Π̄C
i . Restricting

attention to Π̄C
i avoids technical difficulties arising from instantaneous responses and

nonmeasurable behavior in continuous time.19 With this restriction, each strategy

profile in Π̄C
1 × Π̄C

2 induces a unique path of play that can be represented by a

progressively measurable stochastic process, and the expected payoffs to each agent

are well defined (Kamada and Rao, 2018).20 A formal definition of the histories and

strategy spaces for which we define calculable strategies is provided in Appendix A.1.

It is helpful to introduce some notation to describe the path of play. Let π =

(π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} be a profile of calculable strategies. Let

ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
be any history up to an arbitrary time u. Given

that {ct}t∈[0,u] = {gt}t∈[0,u], let {φit(ku, {cτ}τ∈(u,∞), π)}t∈[0,∞) be a path of transfers for

each agent i ∈ {1, 2} such that φit(ku, {cτ}τ∈(u,∞), π) = gt for all t ∈ [0, u) and each i ∈
{1, 2} and such that πi

({
cv
}
v∈[0,t],

{
[φ1
v(ku, {cτ}τ∈(u,∞), π), φ2

v(ku, {cτ}τ∈(u,∞), π)]
}
v∈[0,t)

)
= φit(ku, {cτ}τ∈(u,∞), π) for all t ∈ [u,∞) and each i ∈ {1, 2}. With conditional prob-

17Simon and Stinchcombe (1989) allow for sequential moves at a single moment of time. The
definition of the strategy space here rules out such behavior. This restriction is innocuous in the
present setting because of the maximality assumption that we will impose: given a symmetric
equilibrium in which sequential transactions by either or both agents occur at some history up to
a given instant in time, one can find a symmetric equilibrium generating a weakly higher expected
payoff to each agent and requiring only a one-shot simultaneous transaction at any such history.

18The definition of strategies thus far does not eliminate the possibility of a flow transfer, whereby
the amount transferred at each instant of time is zero, but the total amount transferred over an
interval of time may be positive. However, current behavior cannot be conditioned on such flows
given the set of admissible histories. The restriction to frictional strategies precludes flow exchange.

19Since the cost process can be specified such that it changes only at a certain countable set of
times and the agents can be restricted to moving only at these times, our continuous-time setup
encompasses discrete-time models as a special case.

20Another possible definition of strategy spaces might involve the notion of inertia from Bergin
and MacLeod (1993), but the maximal equilibrium for which we solve violates inertia, as explained
in section 3.3.
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ability one, the traceability and frictionality assumptions guarantee the existence and

uniqueness of such a path of transfers, and the set {t ∈ [u, v] : φit(ku, {cτ}τ∈(u,∞), π) >

0} is finite for all v ≥ u and each i ∈ {1, 2}. In addition, denote by h(ku, {ct}t∈(u,∞), π)

=
{
ct, [φ

1
t (ku, {cτ}τ∈(u,∞), π), φ2

t (ku, {cτ}τ∈(u,∞), π)]
}
t∈[0,∞)

the history that results when

ku is the history up to time u, {ct}t∈(u,∞) is the cost after time u, and strategy profile

π is played from time u onwards.

To define expected payoffs and equilibrium concepts, we begin by describing the

evolution of the stocks of the goods. Choose any history h = {ct, (f 1
t , f

2
t )}t∈[0,∞) such

that the set {t ∈ [0,∞) : f it > 0} is finite for each i ∈ {1, 2}. Recall that si,jt denotes

the amount of good j that agent i possesses immediately after time t. The relationship

of the stocks of the goods to the transfer paths is specified as si,jt = q−
∑
{τ∈[0,t]:f iτ>0} f

i
τ

if i = j and as si,jt =
∑
{τ∈[0,t]:fjτ>0} f

j
τ if i 6= j.

We define payoffs as follows. Letting h = {ct, (f 1
t , f

2
t )}t∈[0,∞) be a history for which

the set {t ∈ [0,∞) : f it > 0} is finite for each i ∈ {1, 2}, the realized payoff to agent i

at time t is given by:

V i
t (h) =

∑
{τ∈[t,∞):f−iτ >0}

e−ρ·(τ−t)f−iτ −
∑

{τ∈[t,∞):f iτ>0}

e−ρ·(τ−t)cτ . (1)

Note that each agent i values not its own good i, but the good −i possessed by the

other agent −i, so that there exist gains to trade, provided that the transaction cost

is sufficiently small.

The first term in the preceding expression represents the discrete benefits gener-

ated by the good received from the other agent. The second term captures the fixed

costs incurred by an agent when making transactions. The restriction of each agent

i’s strategy to Π̄C
i implies that, with probability one, the number of transactions made

by each agent is countable (Kamada and Rao, 2018).

Under this specification, each agent seemingly consumes the good from the other

agent immediately upon receipt. In section 6, however, we argue that the game can

be straightforwardly reformulated so that the goods being exchanged are regarded as

durable and trade yields a stream of flow benefits.21 We also interpret these different

formulations in some detail, explaining how they capture different features of the

transaction process.

21The online appendix formally establishes the equivalence between the original model with dis-
crete benefits and the modified game with flow benefits.
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Next choose any strategy profile π = (π1, π2) such that πi ∈ Π̄C
i for i ∈ {1, 2}.

Let ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
be any history up to time u for which the set

{t ∈ [0, u) : bit > 0} is finite for each i ∈ {1, 2}. The expected payoff to agent i at ku

can be expressed as:

Vi(ku, π) = E{ct}t∈(u,∞)
{V i

u [h(ku, {ct}t∈(u,∞), π)]|{ct}t∈[0,u] = {gt}t∈[0,u]}. (2)

The left-hand side of the equation above is the expected payoff at ku. On the right-

hand side, the conditional expectation is taken with respect to {ct}t∈(u,∞) given that

{ct}t∈[0,u] = {gt}t∈[0,u]. The expected payoff at ku is well defined because the restric-

tion of each agent i’s strategy to Π̄C
i ensures that the realized payoff can be uniquely

computed with conditional probability one and that the conditional expectation ex-

ists.

Since there is no uncertainty regarding past play and past events, we use subgame-

perfect equilibrium (SPE) as our equilibrium concept. Formally, a strategy profile

(π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} is a subgame-perfect equilibrium if for any

history ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to time u such that the set {t ∈ [0, u) :

bit > 0} is finite for each i ∈ {1, 2}, the expected payoff to agent i ∈ {1, 2} at ku

satisfies Vi[ku, (πi, π−i)] ≥ Vi[ku, (π
′
i, π−i)] for any π′i ∈ Π̄C

i .

In some parts of the analysis, we restrict attention to symmetric strategies. A

strategy profile (π1, π2) with πi ∈ Πi for i ∈ {1, 2} is symmetric if π1(ku) = π2(ku)

for any history ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to time u such that b1t = b2t for

t ∈ [0, u). The symmetry assumption requires that the amount of good 1 transferred

by agent 1 at time u is equal to the amount of good 2 transferred by agent 2 at time u

given that players 1 and 2 have made symmetric transfers up to time u.22 Given any

symmetric strategy profile (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} as well as any history

ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to time u such that the set {t ∈ [0, u) : bit > 0} is

finite for each i ∈ {1, 2}, we define V (ku, π) = V1(ku, π) = V2(ku, π).

Let Π∗ denote the nonempty set of all symmetric SPE.23 We next define optimal

behavior. A symmetric SPE π ∈ Π∗ is maximal in the class of symmetric SPE if

there is no π′ ∈ Π∗ such that V (h0, π
′) > V (h0, π).

22Note that this definition does not impose any restriction on behavior following a unilateral
deviation from a symmetric path of play.

23The strategy profile in which each agent never makes a transfer conditional on any history up
to an arbitrary time is an element of Π∗; therefore, the set Π∗ is nonempty.
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Most of our analysis focuses on maximal equilibrium because we consider a sit-

uation in which the two parties have made an informal agreement with each other.

Hence, it is reasonable to assume that agents can coordinate their play so as to in-

duce their preferred outcome as long as the incentive constraints of each party are

not violated. Restricting attention to such an equilibrium makes it possible to obtain

a unique solution, which enables us to derive meaningful comparative statics.

3 Analysis of Model

The solution of the model proceeds as follows. Section 3.1 presents conditions under

which the model does and does not have a nondegenerate equilibrium. Section 3.2

characterizes the general form of a maximal equilibrium. Section 3.3 explicitly derives

the optimal policy subject to the incentive constraints under the assumption that the

cost process follows a geometric Brownian motion.

3.1 Nondegenerate Equilibrium

The following theorem is an impossibility result. If the transaction cost is bounded

below by a positive number and the quantity of each good available for trade is fixed,

then there is no equilibrium in which an agent receives a positive expected payoff.

Theorem 1. Assume that {ct}t∈[0,∞) is an arbitrary cost process and that each random

variable ct for t ≥ 0 takes values in the state space S ⊆ R with inf(S) > 0. If the

strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} is an SPE, then there is

probability one that φit(h0, {cτ}τ∈(0,∞), π) = 0 for i ∈ {1, 2} and all t ∈ [0,∞).

Note that this result does not depend on assuming symmetric or maximal equilib-

rium strategies. Furthermore, the proof only relies on an induction argument. That

is, for any given S in the statement of the theorem, only a finite hierarchy of knowl-

edge about rationality is needed to establish the theorem. In what follows, we relax

the assumption that the transaction cost is bounded below by a positive number.24

The next result identifies a general condition under which the game has a nonde-

generate equilibrium.25

24As explained in section 6, the online appendix outlines an alternative approach. We examine a
model with uncertainty in the supply of each good, demonstrating that the impossibility result may
not hold in such a setting, even with a positive lower bound on the cost.

25In the following statement, a stochastic process is said to be right continuous if its sample path
is almost surely continuous from the right everywhere.
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Theorem 2. Assume that {ct}t∈[0,∞) is an arbitrary right-continuous cost process

and that each random variable ct for t ≥ 0 takes values in the state space S ⊆ R++.

Suppose that one can find p > 0, r < 1, and v > 0 for which given any realization of

the cost process {ct}t∈[0,u] up to an arbitrary time u, there is conditional probability

no less than p that the cost process {ct}t∈(u,∞) after time u is such that cτ ≤ rcu for

some τ ∈ (u, u + v). Then there exists a symmetric SPE π such that, with positive

probability, φit(h0, {cτ}τ∈(0,∞), π) > 0 for i ∈ {1, 2} and some t ∈ [0,∞).

An example of a cost process with the specified property is geometric Brownian

motion. Note that it may be permissible for there to be zero probability of the cost

approximating zero. That is, the condition admits some cases in which the probability

of a cost less than c ever being reached approaches 0 in the limit as c goes to 0.26

The proof constructs a grim-trigger equilibrium strategy profile in which no fur-

ther transfers occur following a deviation. On the path of play, each agent makes

a transaction at the first time that the cost process reaches a sufficiently low value.

Thereafter, each agent makes a transaction whenever the cost process reaches a value

no greater than a fraction r of the cost incurred on the preceding transaction. More-

over, the amount transferred by each agent on a given transaction is a fraction r of

the previous transfer.

3.2 Optimal Solution

This section describes the basic structure of a maximal symmetric SPE of the game.

First, we formally define the concept of a grim-trigger strategy profile, and we justify

restricting the analysis to this class of strategies. Next, we define stationary strategy

profiles and identify some important properties of stationary maximal symmetric SPE

when the cost process is continuous and has the Markov property.

Given a strategy profile π = (π1, π2) with πi ∈ Πi for i ∈ {1, 2}, the strategy πi

is a grim trigger if πi(ht) = 0 for every history h and any time t such that h is not

consistent with π1 or π2 at some time u < t. The next result provides justification

for restricting attention to SPE in grim-trigger strategies. Given any SPE, there

26In addition, it is straightforward to generalize the preceding theorem to allow the state space for
the cost process to include zero. However, this result does not necessarily extend to the case where
the state space for the cost process includes negative numbers. If the transaction cost is negative,
then it may be possible for an agent to secure an arbitrarily high expected payoff by making a
sufficiently large number of transfers. An SPE may not exist in this situation.
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exists an SPE in grim-trigger strategies that achieves the same path of play.27 Thus,

when characterizing the equilibrium strategies on the path of play, there is no loss of

generality from limiting the analysis to grim-trigger strategies.

Proposition 1. Given an arbitrary SPE π, there exists an SPE π′ in grim-trigger

strategies such that, with probability one, φit(h0, {cτ}τ∈(0,∞), π) = φit(h0, {cτ}τ∈(0,∞), π
′)

for all t ∈ [0,∞) and i ∈ {1, 2}.

Note that the proposition above does not require symmetric or maximal equilib-

rium strategies to be played. The basic idea behind the proof is that each agent can

always obtain a continuation value of zero by transferring nothing. If an opponent

uses a grim-trigger strategy, then zero is the maximum payoff that can be achieved

after any deviation. Thus, the grim-trigger strategy is the severest punishment avail-

able.

Hereafter, we restrict attention to symmetric SPE in grim-trigger strategies. In

order to characterize the basic properties of a maximal symmetric SPE, it is help-

ful to focus on stationary strategy profiles. However, we ultimately show that no

non-stationary maximal symmetric SPE exists given that the cost process follows

a geometric Brownian motion. Hence, there is no loss of generality from requiring

stationarity given the assumption about the form of the cost process.

Stationary strategy profiles are formally defined as follows. For any c ∈ (0,∞)

and s1, s2 ∈ [0, q], let H̃τ (c, s1, s2) denote the set consisting of every history kτ =(
{gυ}υ∈[0,τ ], {(b1υ, b2υ)}υ∈[0,τ)

)
up to time τ such that the set {υ ∈ [0, τ) : biυ > 0} is

finite for each i ∈ {1, 2}, q−
∑
{υ∈[0,τ):b1υ>0} b

1
τ = s1,

∑
{υ∈[0,τ):b2υ>0} b

2
τ = s2, and gτ = c.

Define H̃(c, s1, s2) =
⋃
τ∈[0,∞) H̃τ (c, s1, s2).

The strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} is stationary if

there exists a strategy profile π† = (π†1, π
†
2) with π†i ∈ Π̄C

i for i ∈ {1, 2} satisfying the

following two conditions. For any c ∈ (0,∞) and s1, s2 ∈ [0, q], π†1(k
′

u′
) = π†1(k

′′

u′′
)

and π†2(k
′

u′
) = π†2(k

′′

u′′
) for all k

′

u′
, k
′′

u′′
∈ H̃(c, s1, s2). There is probability one that

φit(h0, {cτ}τ∈(0,∞), π) = φit(h0, {cτ}τ∈(0,∞), π
†) for all t ∈ [0,∞) and i ∈ {1, 2}.

In words, a state is a triple (c, s1, s2), where c is the current value of the cost

process, and s1 and s2 are the amounts of the goods remaining untransferred. Ac-

27By path of play, we mean the following. Consider any strategy profile π = (π1, π2) with πi ∈ Π̄C
i

for i ∈ {1, 2}. The path of play induced by π is the function that maps each realization of the cost pro-
cess {cτ}τ∈[0,∞) to transfer paths {φ1t (h0, {cτ}τ∈(0,∞), π)}t∈[0,∞) and {φ2t (h0, {cτ}τ∈(0,∞), π)}t∈[0,∞)

for agents 1 and 2.

14



cordingly, two histories up to given times are regarded as being in the same state if

the current value of the transaction cost process and the total amount of each good

previously transferred are the same at these two histories. The set H̃(c, s1, s2) con-

sists of every history belonging to the state (c, s1, s2). The set of stationary strategy

profiles includes any strategy profile that requires the agents to transfer the same

amount at any two histories belonging to the same state. This set also includes any

strategy profile that almost surely induces the same path of play as some strategy

profile that satisfies the condition in the previous sentence.28

For example, the maximal symmetric SPE in theorem 4 is a stationary strategy

profile. Noting that the agents play grim-trigger strategies, this SPE requires the

agents to transfer different amounts at some two histories belonging to the same state.

However, this SPE almost surely induces the same path of play as some strategy profile

that requires the agents to transfer the same amount at any two histories belonging

to the same state. Moreover, the preceding definition is such that zero probability

events do not affect the stationarity of a strategy profile.29

The next theorem establishes some basic properties of an optimal solution. The

result requires the cost to follow a continuous Markov process.30 It does not rely on the

assumption of geometric Brownian motion, which is introduced later. The theorem

shows that in any stationary maximal symmetric equilibrium, there is probability one

that the incentive constraints are binding and the costs incurred are decreasing.

In order to explain what is meant by binding incentive constraints, we must first

define the continuation value after each history. Let π = (π1, π2) be any strategy

profile such that πi ∈ Π̄C
i for i ∈ {1, 2}. Let ku =

(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
be any

history up to time u for which the set {t ∈ [0, u) : bit > 0} is finite for each i ∈ {1, 2}.
Define Yi(ku, π) = Vi(ku, π)− [π−i(ku)−gu]. That is, Yi(ku, π) represents the expected

payoff to agent i immediately after any transaction at ku has been made. If the

strategy profile π is also symmetric, then we denote Y (ku, π) = Y1(ku, π) = Y2(ku, π),

28Two strategy profiles πa and πb are said to almost surely induce the same path of play if there is
zero probability that the realization of the cost process {cτ}τ∈[0,∞) is such that there exist t ∈ [0,∞)

and i ∈ {1, 2} for which φit(h0, {cτ}τ∈(0,∞), π
a) 6= φit(h0, {cτ}τ∈(0,∞), π

b).
29The insensitivity of stationarity to zero probability events is relevant when showing that a

non-stationary maximal symmetric SPE does not exist when the cost follows a geometric Brownian
motion. Without this insensitivity property, it may be trivial to construct a non-stationary maximal
symmetric SPE given a stationary maximal symmetric SPE.

30A stochastic process is said to be Markov if the conditional probability distribution of future
values of the process depends only on its current value. A stochastic process is said to be continuous
if its sample path is almost surely continuous everywhere.
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provided that ku is such that b1t = b2t for t ∈ [0, u).

In the case where π is symmetric, let p be the probability that the realiza-

tion of the cost process {cτ}τ∈[0,∞) is such that there exists a time t for which

φit(h0, {cτ}τ∈(0,∞), π) > 0 and Y [ht({cτ}τ∈[0,∞), π), π] > ct. If p > 0, then π is said to

have a positive probability of the incentive constraint being slack at some transac-

tion. If p = 0, then π is said to have probability one of the incentive constraint being

binding at every transaction. In essence, an incentive constraint is binding if the

continuation value after a transaction is equal to the cost paid on the transaction.

The meaning of decreasing costs incurred is straightforward. Let π = (π1, π2)

be any symmetric strategy profile such that πi ∈ Π̄C
i for i ∈ {1, 2}. Suppose that

there is zero probability of the realization of the cost process {cτ}τ∈[0,∞) being such

that there exist times t1 and t2 with t1 < t2 for which φit1(h0, {cτ}τ∈(0,∞), π) > 0,

φit2(h0, {cτ}τ∈(0,∞), π) > 0, and ct2 > ct1 . Then we say that there is probability one of

the cost incurred being decreasing between any two consecutive transactions.

Theorem 3. Assume that {ct}t∈[0,∞) is a continuous Markov cost process and that

each random variable ct for t ≥ 0 takes values in the state space S ⊆ R++. Then

any stationary maximal symmetric SPE in grim-trigger strategies is such that there

is probability one of the incentive constraint being binding at every transaction and of

the cost incurred being decreasing between any two consecutive transactions.

The theorem is a consequence of three lemmata, which are stated and proved in the

main appendix.31 The first of these lemmata exploits the Markov property of the cost

process to show that every non-stationary symmetric SPE is weakly Pareto dominated

by a stationary symmetric SPE. To understand the intuition for the proof, suppose

that the agents are playing a symmetric SPE in which the next transaction may occur

at multiple cost levels, each of which is less than the current value of the cost. Since

the cost is Markov, another symmetric SPE with a weakly higher continuation payoff

can be constructed so that the next transaction can occur at only one such cost level.

This construction can be performed iteratively so as to define a stationary symmetric

SPE with an expected payoff no lower than the original symmetric SPE. The actual

proof is more complicated because the next transaction in a symmetric SPE may

occur at a cost level greater than or equal to the current value of the cost.

31For each lemma, the online appendix provides an example that illustrates the intuition behind
the proof.
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The second lemma in the proof states that any stationary symmetric SPE with

positive probability of the incentive constraint being slack at some transaction is

strictly Pareto dominated by a stationary symmetric SPE in which every incentive

constraint is binding. Intuitively, if the incentive constraint were slack at some trans-

action in a stationary symmetric SPE, then a symmetric SPE with a higher expected

payoff could be constructed by raising the amount transferred on that transaction

and lowering the amount transferred on successive transactions.

Given binding incentive constraints, the third lemma shows that any stationary

symmetric SPE with positive probability of the cost incurred being nondecreasing be-

tween successive transactions is strictly Pareto dominated by a stationary symmetric

SPE in which the cost incurred is decreasing. The intuition is that if, for example, the

costs incurred were increasing between some two consecutive transactions at which

the incentive constraints were binding, then a symmetric SPE with a higher expected

payoff could be generated by combining the two transfers into a single transaction at

the greater of the two costs. Thereby, some of the goods would be transferred earlier,

and the probability of such a transfer occurring may rise as well.

Let Π
′

denote the set consisting of every stationary symmetric SPE π ∈ Π∗ in

grim-trigger strategies for which there is probability one of the incentive constraint

being binding at every transaction and there is probability one of the cost incurred

being decreasing between any two consecutive transactions. According to theorem

3, any stationary maximal symmetric SPE in grim-trigger strategies belongs to the

set Π
′
. Given any strategy profile π ∈ Π

′
for which there is positive probability of

a transaction occurring, let {c̃k(π), f̃k(π)}∞k=1 be the unique sequence of cost cutoffs

and amounts transferred such that c̃k(π) ∈ (0, c0) and f̃k(π) ∈ (0, q) for all k, and the

following holds. The path of play induced by π is such that, with probability one,

the kth transaction is made when the cost reaches c̃k(π) for the first time, and the

amount f̃k(π) is transferred by each agent at this transaction.

Some further properties of a maximal symmetric equilibrium can be established

as corollaries of theorem 3. The result below shows that the sequences of potential

amounts transferred and costs incurred converge to zero in a stationary maximal

symmetric equilibrium in which a transaction occurs with positive probability.

Corollary 1. Assume that {ct}t∈[0,∞) is a continuous Markov cost process and that

each random variable ct for t ≥ 0 takes values in the state space S ⊆ R++. Let π ∈ Π∗

be a stationary maximal symmetric SPE in grim-trigger strategies for which there is
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positive probability of the cost realization {ct}t∈[0,∞) being such that φit(h0, {cτ}τ∈(0,∞), π)

> 0 for i ∈ {1, 2} and some t ∈ [0,∞). Then limk→∞ c̃k(π) = 0 and limk→∞ f̃k(π) =

0.

Intuitively, if the amount transferred did not converge to zero, then the stock of

each good would be completely exhausted with positive probability. Consequently, if

the cost incurred did not converge to zero while the amount transferred did, then there

would exist some transaction at which the cost incurred is greater than the amount

remaining to be potentially transferred. However, the incentive constraint for that

transaction would be violated because the continuation value from the relationship

would necessarily be smaller than the transaction cost.

The next result shows that in a stationary maximal symmetric equilibrium in

which a transaction occurs with positive probability, the quantities of each good

potentially transferred sum up to the total quantity q of each good available.

Corollary 2. Assume that {ct}t∈[0,∞) is a continuous Markov cost process and that

each random variable ct for t ≥ 0 takes values in the state space S ⊆ R++. Let π ∈ Π∗

be a stationary maximal symmetric SPE in grim-trigger strategies for which there is

positive probability of the cost realization {ct}t∈[0,∞) being such that φit(h0, {cτ}τ∈(0,∞), π)

> 0 for i ∈ {1, 2} and some t ∈ [0,∞). Then
∑∞

k=1 f̃k(π) = q.

This property is a consequence of the maximality condition. For example, consider

an equilibrium in which a transaction occurs with positive probability but the sum of

the amounts of each good potentially transferred is at most q̃ < q. A Pareto superior

equilibrium can be constructed by requiring the agents to transfer the additional

amount q − q̃ at the first transaction.

The preceding corollary has a further implication. Let π be a stationary maximal

symmetric SPE. The set consisting of each transaction time when the agents play

π and the realized cost is {cτ}τ∈[0,∞) is denoted by J({cτ}τ∈[0,∞), π) = {υ ∈ [0,∞) :

φiυ(h0, {cτ}τ∈(0,∞), π) > 0}. Some continuous Markov cost processes have the property

that the probability of the cost ever reaching the value c is one for all c ∈ (0, c0).
32

This condition is necessary and sufficient for
∑

υ∈J({cτ}τ∈[0,∞),π)
φiυ(h0, {cτ}τ∈(0,∞), π)

to be equal to q almost surely. That is, the entire stock of each good is almost surely

32A geometric Brownian motion with drift µ and volatility σ satisfies this condition for µ ≤ σ2/2
but not for µ > σ2/2.
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transferred in the limit as time goes to infinity if and only if there is probability one

of the transaction cost ever approximating zero.

3.3 Explicit Formula

This section derives the optimal strategies given the form of the cost process. Specifi-

cally, we assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian motion

dct = µctdt + σctdzt with arbitrary drift µ and positive volatility σ.33 It is useful to

define the parameter

β = 1
2
− µ

σ2 −
√(

µ
σ2 − 1

2

)2
+ 2 ρ

σ2 .

We now provide a closed-form solution. The subsequent sections analyze the

solution in greater detail by calculating comparative statics and characterizing welfare

properties.

Theorem 4. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. Then there exists a stationary

maximal symmetric SPE in grim-trigger strategies. Moreover, any maximal symmet-

ric SPE in grim-trigger strategies is characterized by a sequence {c∗k, f ∗k}∞k=1 satisfying

c∗k =

(
q

1− β

)(
β

β − 1

)k−β
and f ∗k =

(
q

1− β

)(
β

β − 1

)k−1
such that, with probability one, the kth transaction is made when the cost reaches c∗k
for the first time, and the amount f ∗k is transferred by each agent at this transaction.

The preceding result is derived by solving a constrained optimization problem.

The three lemmata in the proof of theorem 3 are used in order to express the ob-

jective function and constraints in a tractable form. Specifically, the first of these

lemmata allows attention to be restricted to stationary symmetric SPE without low-

ering the expected payoffs that can be attained. In addition, the second and third

lemmata imply that only stationary symmetric SPE with binding incentive constraints

and decreasing costs incurred need to be considered when solving the maximization

33By specifying that the value of the cost process evolves according to a geometric Brownian
motion, we are assuming that the growth in the transaction cost follows a Brownian motion with
drift. This is an important baseline case because a Brownian motion with drift is the only continuous
Lévy process. As noted by Sannikov and Skrzypacz (2010), a Lévy process has independent and
identically distributed increments. It is the continuous-time analog of a random walk.
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problem. The incentive compatibility conditions provide one set of constraints, which

require that the cost incurred on each transaction equals the continuation value after

that transaction. Another constraint is feasibility, whereby the sum of the amounts

transferred cannot exceed the total amount of each good available. Because the in-

centive constraints are binding, the objective function is simply the expected payoff

to each agent from the transfer at the first transaction.

The solution to this maximization problem delivers an expression for the uniquely

optimal path of play in any stationary maximal symmetric SPE. Furthermore, we

show that there is no non-stationary maximal symmetric SPE given that the cost

process follows a geometric Brownian motion. Therefore, the path of play specified

in the statement of the theorem applies to any maximal symmetric SPE.

The intuition behind the non-existence of a non-stationary maximal symmetric

SPE is illustrated by an example in the online appendix. If there were to exist a

non-stationary maximal symmetric SPE, then such a strategy profile could be used

to find two stationary maximal symmetric SPE that do not almost surely induce the

same path of play. However, this would contradict the result that the path of play in

a stationary maximal symmetric SPE is unique up to probability zero events.

As justified above, attention is restricted to grim-trigger strategies. Although

there exist maximal symmetric SPE not in grim-trigger strategies, any such SPE

induces the path of play described in the preceding theorem.34

The optimal solution in theorem 4 has a proportional structure, in which the cost

incurred decreases by a factor of (1− β)/β from the current transaction to the next.

The amount transferred is likewise becoming smaller.

Corollary 3. f ∗n < f ∗m if n > m.

Intuitively, the incentive to deviate is falling over successive transactions be-

cause the prescribed cost payment is decreasing, making cooperation sustainable with

smaller future transfers. The decline in the transaction size is consistent with the ex-

ample of land transferral in the introduction.

Note that the strategy profile in theorem 4 violates the inertia condition of Bergin

and MacLeod (1993), which would require in our context that for any history up to

an arbitrary time t, there exists ε > 0 such that no transactions occur in the time

34To understand how to construct a maximal symmetric SPE not in grim-trigger strategies, see
the online appendix for an example.
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interval (t, t + ε). To see this, fix a history up to time t such that neither player has

deviated in the past, each player has transacted k times, and the cost is currently

greater than c∗k+1. Then for any ε > 0, there is positive probability that the cost

reaches c∗k+1 during the time interval (t, t+ ε), in which case a transaction takes place

under the maximal equilibrium.35

4 Comparative Statics

Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian motion with

arbitrary drift µ and positive volatility σ. The path of play in a maximal symmetric

SPE is unique. Using the closed-form expression in theorem 4, a number of compara-

tive statics can be obtained. In particular, we describe how the drift and volatility of

the cost process affect the sequence of costs incurred and amounts transferred. The

role of the discount rate is also investigated.

The corollary below describes how the size of each transfer changes with the

discount rate and the parameters of the cost process.

Corollary 4. If k < 1 + |β|, then f ∗k is decreasing in µ and ρ but increasing in σ. If

k > 1 + |β|, then f ∗k is increasing in µ and ρ but decreasing in σ.

This is an intuitive result.36 If the drift µ of the cost process decreases, then the

cost is more likely to fall enough in the near future for the agents to make another

transaction. The greater proximity of a future transaction raises the continuation

value of the relationship and relaxes the incentive constraints for the problem. Like-

wise, a lower discount rate ρ increases the continuation value, thereby weakening

the incentive constraints. Thus, agents can make larger transfers at early stages as

stated in the first part of the corollary. However, if more of each good is transferred

at earlier stages, then less of each good is remaining at later stages. Therefore, the

transfers at later stages must be smaller as stated in the second part of the corollary.

If the volatility σ of the cost process increases, then both extremely high and low

35Bergin and MacLeod (1993) also propose a weaker condition involving the completion of the set
of inertia strategies. However, this approach does not apply here either. As shown in the online
appendix, the maximal equilibrium of our model cannot be represented as the limit of a Cauchy
sequence of strategy profiles satisfying inertia.

36Note that the ratio of the amount transferred by an agent on each transaction to the stock of
each good remaining before the transaction is (1− β)−1. Because β < 0 is decreasing in µ and ρ as
well as increasing in σ, the fraction of the remaining stock transferred on each transaction decreases
with µ and ρ but increases with σ.

21



realizations of the cost process become more likely. Because the solution has a cutoff

form, the favorable impact of low cost realizations dominates the adverse impact of

high cost realizations. This option-value argument suggests that a high volatility σ

has a similar effect on the solution as a low drift µ.

The next corollary characterizes the impact of the cost parameters and discount

rate on the sequence of transaction costs paid.

Corollary 5. There exists an increasing function n(|β|) with lim|β|→0 n(|β|) = 0 and

lim|β|→∞ n(|β|) =∞ such that the following holds. If k < n(|β|), then c∗k is decreasing

in µ and ρ but increasing in σ. If k > n(|β|), then c∗k is increasing in µ and ρ but

decreasing in σ.

This result exemplifies a tradeoff between two effects. Suppose that the drift µ

decreases. On the one hand, low values of the transaction cost become more likely,

which encourages the agents to wait longer before transacting. Thereby, the cost

payment can be reduced. This suggests that the cost cutoff c∗k should decrease. On the

other hand, the continuation value of the relationship rises, which enables the agents

to transact at a higher cost without violating the incentive constraints. Thereby, the

waiting time can be reduced. This suggests that the cost cutoff c∗k should increase. As

has already been noted, a high volatility σ has an impact similar to a low drift µ. A

smaller discount rate ρ also exerts two effects. More patient agents are willing to wait

longer for a low realization of the transaction cost, but greater patience increases the

continuation value of the relationship, enabling higher cost payments to be sustained

in equilibrium.

The dominant effect depends on the parameters of the model. Intuitively, larger

absolute values of β reflect greater frictions. If |β| is low, then the first effect is

important, in which case the cost thresholds are increasing in µ and ρ but decreasing in

σ. If |β| is high, then the second effect is relatively strong. Hence, the cost thresholds

early in the relationship are decreasing in µ and ρ but increasing in σ. However,

a decrease in µ, an increase in σ, or a decrease in ρ implies that the supplies of

untransferred goods are depleted earlier in the relationship. Given a small remaining

stock and a low continuation value, the cost cutoffs tend to decline at later stages.

An implication of the foregoing result is that each cost threshold is nonmonotonic

in the drift parameter and possibly also the volatility and discount rate. As the drift µ

increases from −∞ to∞, the absolute value of β increases from 0 to∞. Hence, each
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cost cutoff c∗k first rises with µ and then falls with µ. As the volatility σ decreases from

∞ to 0, the absolute value of β increases from 0 to∞ when µ ≥ 0 and from 0 to −ρ/µ
when µ < 0. Therefore, the threshold c∗k exhibits an inverted U-shaped relationship

with σ if µ is nonnegative. Otherwise, c∗k can be decreasing or nonmonotonic in σ,

depending on specific parameter values. An increase in the discount rate ρ from 0 to

∞ causes β to rise in absolute value from 0 to ∞ for µ ≤ σ2/2 and from 2µ/σ2 − 1

to ∞ for µ > σ2/2. It follows that the relationship between c∗k and ρ displays an

inverted U-shape if µ ≤ σ2/2. Otherwise, c∗k decreases with ρ for some parameter

values, but the effect is nonmonotonic in other cases.

This nonmonotonicity is on display in figure 1. The first cost threshold is plotted

against the drift parameter µ when the volatility is fixed at a given level σ and the

initial stock of each good is 1. Different values of the discount rate ρ are considered

in comparison to the limiting case as ρ approaches 0. As explained above, the cutoff

c∗1 is first rising and then falling in µ. In addition, the respective curves depicting

c∗1 for ρ = 0.01 and ρ = 0.1 intersect. Accordingly, c∗1 is increasing in ρ when µ is

low and so |β| is small, whereas the opposite holds for high values of µ, in which

case |β| is large. This property generates the potentially nonmonotonic relationship

between the cost threshold and the discount rate mentioned above. Furthermore,

c∗1 essentially becomes insensitive to ρ when µ is high relative to σ.37 The intuition

is that as µ increases, the upward drift of the cost becomes a bigger friction in the

exchange process than the discounting of future transactions. Hence, the discount

rate plays less of a role in determining the optimal trading policy.

The following corollary examines how the transfers made and costs incurred be-

have in the limits as the discount rate goes to zero and to infinity.

Corollary 6. If µ ≤ σ2/2, then limρ→0 f
∗
1 = q, limρ→0 f

∗
k = 0 for k ≥ 2, and

limρ→0 c
∗
k = 0 for all k. If µ > σ2/2, then limρ→0 f

∗
1 < q, limρ→0 f

∗
k > 0 for k ≥ 2,

and limρ→0 c
∗
k > 0 for all k. In addition, limρ→∞ f

∗
k = limρ→∞ c

∗
k = 0 for all k.

These results follow immediately from theorem 4. First, consider the case where

µ ≤ σ2/2, meaning that the drift of the cost process is low relative to the volatility.

37Given any positive integer k, let c∗k(ρ, µ, σ) denote the cost incurred on the kth transaction in
the maximal symmetric SPE when the discount rate is ρ and the cost process follows a geometric
Brownian motion with drift µ and volatility σ. It is straightforward to show that for any ρ′, ρ′′ > 0
along with any σ > 0, the ratio c∗k(ρ′, µ, σ)/c∗k(ρ′′, µ, σ) converges to one in the limit as µ approaches
∞.
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Figure 1: c∗1 vs. µ for fixed σ > 0 and q = 1

As the agents become infinitely patient, it is optimal to wait for an extremely low

cost realization before making a transfer. Furthermore, a large initial transfer can be

supported in equilibrium, because the incentive constraints are weak for low values

of the transaction cost and so a high continuation value is not needed to prevent

deviation. Next, suppose that µ > σ2/2, in which case the drift is high compared

with the volatility. The transaction cost is trending upward, and a fortuitously low

realization of the cost is improbable. Because a favorable trading opportunity is

unlikely, it is not optimal for even infinitely patient agents to wait an extremely

long time before transacting. Moreover, since transaction costs are still significant

in the limit, a substantial continuation value is needed to ensure that cooperation is

incentive compatible, which restricts the size of the initial transfer.

Finally, the corollary states that as the agents become infinitely impatient, it

becomes impossible to induce them to incur any strictly positive transaction cost. In

this situation, the continuation value from the relationship is low and so the incentive

to deviate is high. Therefore, the size of each transfer must also be small, in order to

ensure that the continuation value is sufficiently high to sustain cooperation.

Several of the comparative statistics in this section can be interpreted in terms of

the applications described in the introduction. For instance, consider the example of

prisoner exchange between two hostile parties, where the transaction cost represents
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the level of tensions between the opponents. The solution to the model suggests a

prisoner exchange protocol in which the prevailing level of tensions and the quantity

of prisoners traded are smaller at the next transfer than at the current transfer. If the

level of tensions decreases more quickly or becomes more volatile, then larger transfers

of prisoners would take place at earlier stages of the relationship, and smaller transfers

would happen at later stages. These changes may cause either a rise or a fall in the

level of tensions at which earlier transfers occur, but tensions at later transfers would

decrease.38 An interesting insight to arise from the analysis is that greater volatility

in the level of tensions often has the same effect on the transaction scheme as a more

rapid decrease in the level of tensions.

5 Welfare Properties

Section 5.1 describes the efficient trading policy in the absence of incentive constraints.

Section 5.2 examines whether the efficient outcome can be approximated as agents

become infinitely patient. A number of comparative statics regarding welfare levels

are presented.

5.1 Efficient Outcome

This section characterizes the efficient outcome of the model. It thereby establishes

a benchmark for the welfare analysis. When the cost process follows a geometric

Brownian motion, a closed-form expression can be obtained.

We begin with a formal definition of efficiency. A symmetric strategy profile

π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} is efficient if there is no symmetric strategy

profile π
′

= (π
′
1, π

′
2) with π

′
i ∈ Π̄C

i for i ∈ {1, 2} such that V (h0, π
′
) > V (h0, π).

Efficiency is defined similarly to maximality, but non-equilibrium strategy profiles

must also be considered when identifying an optimum.

The result below shows that efficiency requires there to be probability one that

at most one transaction occurs. This is in contrast to the path of play in any nonde-

generate equilibrium, in which there is no bound on the number of transactions that

can occur with positive probability.

38Note that the cutoff n(|β|) in corollary 5 satisfies lim|β|→0 n(|β|) = 0 and lim|β|→∞ n(|β|) =∞,
where the parameter β is such that limµ→−∞ |β| = 0 and limµ→∞ |β| =∞.
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Proposition 2. Assume that {ct}t∈[0,∞) is an arbitrary cost process and that each

random variable ct for t ≥ 0 takes values in the state space S ⊆ R++. Let π be any

efficient symmetric strategy profile. Then there is probability one of the realization

of the cost process {ct}t∈[0,∞) being such that either φit(h0, {cτ}τ∈(0,∞), π) = 0 for

i ∈ {1, 2} and all t ∈ [0,∞) or φit(h0, {cτ}τ∈(0,∞), π) = q for i ∈ {1, 2} and some

t ∈ [0,∞).

The explanation is straightforward. Suppose that the agents reach a history at

which a transaction occurs but some of each good is remaining after the transaction.

Then the agents can increase the expected payoffs at that history by instead trans-

ferring all of the goods. Hence, efficiency requires there to be zero probability that

goods remain untransferred after a transaction.

Assuming that the transaction cost evolves according to a geometric Brownian

motion, the result below solves for the path of play induced by any efficient symmetric

strategy profile.

Proposition 3. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brow-

nian motion with arbitrary drift µ and positive volatility σ. Then there exists an

efficient symmetric strategy profile. Moreover, any efficient symmetric strategy pro-

file is characterized by a cost cutoff c̄ given by

c̄ =

(
β

β − 1

)
q

such that, with probability one, a transaction is made when the cost reaches c̄ for the

first time, and the amount q is transferred by each agent at this transaction.

Note that there is a critical value of the cost such that the agents almost surely

transfer all of their goods at the first time the cost reaches that value. The online

appendix documents the following comparative statics. First, the efficient cost cutoff

c̄ is increasing in the drift parameter and discount rate but decreasing in the volatility

of the cost process. Second, this threshold approaches the initial endowment of each

good in the limit as the discount rate goes to infinity. Finally, it may or may not

converge to zero as agents become infinitely patient, depending on the parameters of

the cost process.

Comparing proposition 3 with theorem 4, the efficient cost threshold is greater

than the first cost cutoff in the maximal symmetric SPE.
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Corollary 7. c̄ > c∗1.

Intuitively, an efficient path of play requires the agents to transfer all of the goods

at the first time cost reaches the threshold c̄. However, such a policy is not incentive

compatible because the transaction cost incurred, which is positive, is less than the

quantity remaining untransferred, which is zero. Since it is profitable for each agent

to deviate by transferring nothing, this is not an equilibrium. In order to satisfy the

incentive constraint in a maximal equilibrium, the amount remaining after the first

transaction is increased, and the cost at which the first transaction occurs is decreased.

The online appendix presents a theorem that generalizes this remark to the case of

a continuous Markov cost process. We relax the specific assumption of geometric

Brownian motion, requiring instead that the cost obeys a scaling rule according to

which the incremental change in the cost is proportional to the current value of the

cost.

5.2 Approximating Efficiency

This section evaluates the welfare implications of the model. We begin by presenting

formulae for the first- and second-best expected payoffs, which are then used to derive

comparative statics. Although the analysis in this section is confined to the case in

which the transaction cost follows a geometric Brownian motion, the online appendix

relaxes the restriction on the functional form.

Consider the closed-form solutions for the maximal symmetric equilibrium in the-

orem 4 and for the efficient symmetric strategy profile in proposition 3. We use the

term second-best to refer to the expected payoff of each agent when the path of play

specified in theorem 4 is followed. In this case, the behavior of the players is limited

by incentive constraints. We use the term first-best to refer to the expected payoff of

each agent when the path of play specified in proposition 3 is followed. The proposi-

tion below provides closed-form expressions for the expected payoffs to the agents in

the first- and second-best cases.

Proposition 4. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. Then the first-best expected

payoff M fb and the second-best expected payoff M sb are given by

M fb = θq1−βcβ0 and M sb = θ1−βq1−βcβ0 ,
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where

θ = (−β)−β(1− β)−(1−β).

The aforementioned formulae are used to derive a number of corollaries. The

result below provides comparative statics for the effects of the parameters on the

expected payoffs in the first- and second-best cases.

Corollary 8. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. Then M fb and M sb are both

decreasing in µ and ρ but increasing in σ.

The intuition is straightforward. If the drift µ decreases or the volatility σ in-

creases, then the probability of a low realization of the transaction cost rises. Hence,

an opportunity for profitable trade becomes more likely, and so the expected payoff

to each agent increases in both the first- and second-best cases. In addition, more

patient agents receive higher expected payoffs because they assign greater value to

future benefits.

The next corollary confirms that the second-best expected payoff converges to the

first-best expected payoff in the limit as the discount rate approaches zero, provided

that the drift of the cost process is not excessively high relative to the volatility.

Corollary 9. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. If µ ≤ σ2/2, then M fb and

M sb both converge to q in the limit as ρ goes to zero. If µ > σ2/2, then M fb and M sb

converge neither to q nor to each other in the limit as ρ goes to zero.

On the one hand, if trading frictions are low in the sense that the drift of the

cost process is sufficiently small relative to the volatility, then the first-best outcome

can be approximated as the the agents become infinitely patient. On the other hand,

if the drift is high and the volatility is low, then the trading environment tends to

deteriorate over time, and there is uncertainty about whether a future transaction will

take place. In this case, the second-best solution fails to converge to the first-best

outcome.

The condition µ ≤ σ2/2 is critical to the welfare analysis because it determines

whether there is probability one of the transaction cost ever approximating zero. The

probability of the cost c ever being reached is one for all c ∈ (0, c0) if and only if µ ≤
σ2/2. For µ ≤ σ2/2, the cost incurred on the first transaction converges to zero in both
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the first- and second-best solutions as agents become infinitely patient. In the limiting

case, the amount of each good transferred on the first transaction in the second-best

solution approximates the entire amount, just as in the first-best solution.39 For

µ > σ2/2, the respective costs incurred on the first transaction converge to different

positive real numbers in the first- and second-best cases. In addition, the incentive

constraint requires the continuation value after the first transaction to be no less

than the cost incurred on the first transaction. Hence, the amount transferred by

each agent on the first transaction does not converge to the total stock of each good

in the second-best solution.

The following corollary investigates the situation in which the first- and second-

best outcomes differ when agents are infinitely patient. It examines how the drift and

volatility of the cost process affect the relative values of the first- and second-best

expected payoffs.

Corollary 10. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. If µ > σ2/2, then in the limit

as ρ approaches zero, M sb/M fb is decreasing in µ and increasing in σ.

Intuitively, a lower drift or a higher volatility results in a more favorable trading

environment in which future transactions are more likely to occur. Consequently,

the continuation value from the relationship is higher, and larger transfers can be

sustained in equilibrium. The result above shows that the second-best expected payoff

increases as a fraction of the first-best expected payoff.

To illustrate the welfare properties of the model, figure 2 displays how the expected

payoffs vary with µ for a given value of σ. The graph fixes the initial value of the cost

at 3/2 and the original amount of each good at 1. In the limit as the discount rate

approaches zero, M fb and M sb coincide with each other if µ ≤ σ2/2. If µ > σ2/2,

then M sb becomes an increasingly small fraction of M fb as µ increases relative to

σ. With strictly positive discounting, M fb is greater than M sb. Finally, the diagram

suggests that the discount rate has little effect on welfare when µ is high compared

to σ.40 Intuitively, when the transaction cost is rapidly trending upward with little

39An implication of the preceding corollary for µ ≤ σ2/2 is that given any profile of expected
payoffs (V1, V2) ∈ (0,Mfb)2, there exists ρ̄ > 0 such that for all ρ < ρ̄, (V1, V2) can be attained
in an SPE. This follows because the incentive constraints on the first transaction are binding with
probability one in the maximal equilibrium, and so any equilibrium payoff profile (V1, V2) ∈ (0,Msb)2

can be achieved by appropriately lowering the amounts transferred on the first transaction.
40More precisely, let Mfb(ρ, µ, σ) and Msb(ρ, µ, σ) respectively denote the first- and second-best
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Figure 2: M fb and M sb vs. µ for fixed σ > 0 and (c0, q) = (3/2, 1)

chance of dropping, then a transaction, if any, is likely to occur early in the game.

This tends to lessen the impact of discounting on the expected payoffs.

The online appendix proves that the following general condition on the cost pro-

cess suffices for all the potential gains from trade to be realized in the limit as the

discount rate approaches zero. Consider a right-continuous cost process. Suppose

that there exists a constant r < 1 for which the conditional probability of the cost

becoming a fraction r of its current value during a time interval of length v approaches

one in the limit as v goes to infinity. Then one can find a discount rate and a sym-

metric equilibrium such that the expected payoff to each agent is arbitrarily close to

the total stock of each good. Note that a geometric Brownian motion satisfies the

aforementioned condition if and only if its drift and volatility parameters are such

that µ ≤ σ2/2. Hence, the first part of corollary 9 is simply an application of the

relevant theorem in the online appendix.

6 Discussions and Extensions

Alternative specification of payoffs

expected payoffs when the discount rate is ρ and the cost process follows a geometric Brownian
motion with drift µ and volatility σ. It is straightforward to show that for any ρ′, ρ′′ > 0 along with
any σ > 0, the ratios Mfb(ρ′, µ, σ)/Mfb(ρ′′, µ, σ) and Msb(ρ′, µ, σ)/Msb(ρ′′, µ, σ) both converge to
one in the limit as µ approaches ∞.
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As mentioned in section 2, the payoff function in equation (1) has an alternative

formulation. The online appendix considers a modified model in which the transferred

good provides the recipient with a stream of flow payoffs. In particular, if an agent

transfers the amount f it of her good at time t, then she incurs the fixed cost Ct = ct/ρ

at time t, and her opponent enjoys a flow benefit of f it starting from time t. We show

that any SPE of the original game is also an SPE of the model with flow payoffs,

and vice versa. That is, the equilibrium set remains unchanged, and a maximal

equilibrium in the original game is an optimal solution to the modified model. This

idea is formalized in the online appendix.

These different specifications of the game can be related to some of the examples

from the introduction, such as prisoner exchange between countries. In the modified

framework, goods are treated as durable, and a country enjoys a flow payoff from

having possession of returned prisoners. This flow payoff might represent a stream

of emotional benefits to individuals in each country from being reunited with family

members who were being held captive by the other country. Alternatively, each

country might receive a stream of economic benefits as former captives reenter the

labor force. The original setup effectively requires the consumption of goods instantly

upon delivery. In this case, a country obtains a single discrete payoff when prisoners

from its side are released. For example, the return of prisoners might increase the

popularity of political leaders, or individuals might experience a sudden feeling of

happiness upon meeting their relatives again.

Variations of basic model

The online appendix describes two variations of the basic model. First, we allow

for growth or volatility in the supply of each good available for trade. We show that

even if the transaction cost is bounded away from zero, positive transfers may be

supported in equilibrium, provided that there is some variability in the supply of

each good. In particular, grim-trigger strategies are used to generate an equilibrium

path in which the agents make a transaction whenever the remaining stock of each

good reaches a given threshold. Second, we study a setting in which the cost incurred

at a given transaction depends on the amount of each good transferred. Even in such

a situation, positive transfers may be supported in equilibrium. On the path of play

that we specify, the number of transactions is potentially infinite, and the transfer

size and transaction cost are gradually decreasing.

31



Additional explanation of transaction cost

Transactions may involve various costs related to transportation, communication,

and monitoring. In the example of prisoner exchange between countries, the trans-

action cost may be interpreted in political terms as a loss of popular support for the

government. This political cost may be increasing in the number of prisoners released

and may fluctuate depending on the level of public approval for the administration.

Under a democratic system, if public approval is closer to the threshold for electoral

victory, then the political cost of releasing prisoners may be higher as the election

outcome is more likely to be adversely affected. In the case where the cost follows

a geometric Brownian motion, the drift and volatility parameters may reflect the

pattern of public approval ratings for the government over time. These parameters

may also be related to changes in economic factors that influence public opinion, such

as the unemployment rate, wage growth, stock market returns, and inflation. Such

factors could be correlated across countries to some extent, and the common trans-

action cost, which might be linked to indices of global economic conditions, serves as

a simple way to capture this correlation.

7 Conclusion

This paper studied the exchange of divisible goods between two agents facing a

stochastic transaction cost. We developed a model of trade that applies techniques

from the literature on investment under uncertainty to the theory of repeated games.

In our setup, the first-best policy requires a single transaction, whereas the second-

best solution involves a decreasing sequence of transfers of each good. Several com-

parative statics were presented that illustrate how the properties of the cost process

affect optimal behavior. We also examined the convergence of equilibria to the effi-

cient outcome as discounting disappears. Our framework can be applied to real-world

situations involving the gradual exchange of trade secrets, captured prisoners, or land

claims.

Continuous-time modeling made the analysis of a stochastic game tractable. In

particular, a closed-form solution can be obtained given that the cost process evolves

according to a geometric Brownian motion, and we used the resulting formula to

study comparative statics. Interestingly, we found that the waiting time until the

first transaction is nonmonotonic in the drift and maybe also the volatility of the
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stochastic process. Moreover, the waiting time is longer than in the first-best case,

where the entire stock of each good is transferred at once.

The analysis suggests a number of possibilities for further research. For example,

the framework could be extended to incorporate asymmetries between players in the

key elements of the model, such as the payoff functions, initial endowments, cost

processes, and equilibrium strategies. Allowing for mixed strategies might increase

the gains from trade in equilibrium. It would also be interesting to study incentives

to cooperate when players have imperfect information about past actions. Although

these questions may be beyond the scope of the current paper, we hope our analysis

serves as a basis for tackling them.
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A Appendix

A.1 Formal Definitions of Histories and Strategy Spaces

This section provides formal definitions of histories and strategy spaces. In doing so,

we follow the notation and terminology in Kamada and Rao (2018).

The action z stands for “no move.” In the present paper’s model, we replace the

action of transferring the amount 0 with action z, so that the transaction amount f it

is defined over {z} ∪ (0, q]. Choose any time t ∈ [0,∞) and cost process {cτ}τ∈[0,t]
up to that time. A history up to time t is represented by

(
{cτ}τ∈[0,t], {f 1

τ , f
2
τ }τ∈[0,t)

)
,

where {f iτ}τ∈[0,t) denotes the action path of agent i ∈ {1, 2} up to time t.

The set of all histories up to an arbitrary time is denoted by H. For each i ∈ {1, 2}
and any q′ ∈ R++, let H i,q′ ⊆ H be the set consisting of every history up to any time

t of the form
(
{cτ}τ∈[0,t], {f 1

τ , f
2
τ }τ∈[0,t)

)
where q′ = q −

∑
{τ∈[0,t):f iτ 6=z}

f iτ .

Let Āi(ht) denote the set of feasible actions for agent i ∈ {1, 2} at history ht ∈ H.

If ht ∈ H i,q′ for some q′ ∈ R++, then let Āi(ht) = {z} ∪ (0, q′]. Otherwise, let

Āi(ht) = {z}.
The set of feasible strategies is for each i = 1, 2:

Π̄i = {πi : H → {z} ∪ (0, q]|πi(ht) ∈ Āi(ht) for all ht ∈ H}.

The set of traceable, frictional, calculable, and feasible strategies can then be defined

and is denoted by Π̄C
i for each i = 1, 2.

The shock process st is formally defined as a pair comprising the cost ct and

calendar time t. The instantaneous utility function vi used in the definition of the

expected payoff is specified as follows for each i = 1, 2:

vi[(f
1
τ , f

2
τ ), sτ ] =



0 if f iτ = f−iτ = z

−cτ if f iτ 6= z and f−iτ = z

f−iτ if f iτ = z and f−iτ 6= z

f−iτ − cτ if f iτ 6= z and f−iτ 6= z

.

A.2 Proof of Theorem 1

Proof. Denote inf(S) = c > 0. Let H̃τ denote the set consisting of every history

kτ =
(
{gυ}υ∈[0,τ ], {(b1υ, b2υ)}υ∈[0,τ)

)
up to time τ such that the set {υ ∈ [0, τ) : biυ > 0}
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is finite for each i ∈ {1, 2}. Define H̃ =
⋃
τ∈[0,∞) H̃τ . We prove by induction that no

strategies in which some agent i makes a positive transfer f it at some ht ∈ H̃ can be

played in any SPE.

Consider any ht ∈ H̃. Define ŝi,it = si,it + f it . That is, ŝi,it ∈ [0, q] represents

the amount of good i that agent i possesses immediately before time t. If ŝ1,1t < c,

then no strategy where agent 2 makes a positive transfer at ht can be played in any

SPE, because such a strategy would give agent 2 an expected payoff no greater than

ŝ1,1t − c < 0, whereas agent 2 could obtain an expected payoff of at least zero by

making no transfers after reaching ht. Because no strategy where agent 2 makes a

positive transfer at some ht with ŝ1,1t < c can be played in any SPE, agent 1 would

obtain an expected payoff no greater than −c < 0 by making a positive transfer at an

ht with ŝ1,1t < c but would obtain an expected payoff of zero by making no transfers

after such an ht. Thus, no strategy where agent 1 makes a positive transfer at some

ht ∈ H̃ in which ŝ1,1t < c can be played in any SPE. A symmetric argument shows

that no strategy where agent 1 or 2 makes a positive transfer at some ht ∈ H̃ in which

ŝ2,2t < c can be played in any SPE.

Suppose now that for some integer n ≥ 1, no strategies where agent 1 or 2 makes

a positive transfer at some ht ∈ H̃ in which ŝ1,1t < nc or ŝ2,2t < nc can be played

in any SPE. Given this assumption, we show that no strategies where agent 1 or 2

makes a positive transfer at some ht ∈ H̃ in which nc ≤ ŝ1,1t < (n + 1)c or nc ≤
ŝ2,2t < (n+ 1)c can be played in any SPE. Consider in particular any ht ∈ H̃ in which

nc ≤ ŝ1,1t < (n+1)c. If agent 1 is using a strategy that can be played in an SPE, then

the greatest amount of the good that agent 1 can transfer at ht is ŝ1,1t − nc, because

if agent 1 made a transfer greater than ŝ1,1t − nc at ht, then with probability one, the

remaining amount ŝ1,1u of agent 1’s good for u > t would be such that agent 2 makes

no further transfers, implying that agent 1 could obtain a higher expected payoff by

instead making no transfers after reaching ht. Thus, if agent 1 is using a strategy

that can be played in an SPE and ht is the history up to time t, then with probability

one, the history hu up to any time u > t must be such that ŝ1,1u ≥ nc, in which case

the total amount transferred by agent 1 after reaching ht is at most ŝ1,1t − nc < c.

It follows that no strategy in which agent 2 makes a positive transfer at ht can be

played in any SPE, because making a positive transfer would give agent 2 an expected

payoff no greater than ŝ1,1t − nc − c < 0, whereas agent 2 could obtain an expected

payoff of at least zero by making no transfers after reaching ht. Thus, no strategy
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where agent 1 makes a transfer at ht can be played in any SPE, because agent 1

would obtain an expected payoff no greater than −c < 0 by making a transfer at ht

but would obtain an expected payoff of zero by making no transfers after reaching

ht. Thus, no strategies where agent 1 or 2 makes a transfer at some ht ∈ H̃ in which

nc ≤ ŝ1,1t < (n+ 1)c can be played in any SPE. A symmetric argument holds for any

ht ∈ H̃ in which nc ≤ ŝ2,2t < (n+ 1)c. This completes the induction.

A.3 Proof of Theorem 2

Proof. Consider the symmetric grim-trigger strategy profile ψ defined as follows. Re-

call that q denotes the amount of good i that agent i initially possesses. Letting

δ = e−ρv, choose any c∗ > 0 no greater than δpqr(1− r). The first transaction occurs

at the first time that the current value of the cost is less than or equal to c∗. If the

previous transaction occurred at cost ĉ, then the next transaction occurs at the first

time that the cost is less than or equal to rĉ. For every positive integer k, each agent

transfers the amount rk−1q(1 − r) on the kth transaction. If an agent deviates from

the path of play described above, then neither agent makes any transactions following

the deviation.

We argue that strategy profile ψ is an SPE. Note that the strategies in ψ are

feasible because
∑∞

k=1 r
k−1q(1 − r) = q. We next show that the incentive compati-

bility constraint is satisfied at each transaction when playing ψ. Choose any positive

integer l. Suppose that the agents have followed strategy profile ψ up to the cur-

rent time, l − 1 transactions have happened in the past, and ψ specifies transaction

l will occur at the first time the cost reaches ĉ. If the agents follow strategy profile

ψ, then the cost incurred by each agent on transaction l is no greater than rl−1c∗,

and the expected payoff to each agent immediately after transaction l is no less than∑∞
m=1 δ

mpm[rl+m−1q(1− r)− rl+m−1c∗]. Hence, the incentive compatibility constraint

is satisfied for transaction l if the following holds:

rl−1c∗ ≤
∞∑
m=1

δmpm[rl+m−1q(1− r)− rl+m−1c∗],

which reduces to:

c∗ ≤ δpr[q(1− r)− c∗]
1− δpr

⇔ c∗ ≤ δpqr(1− r).
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The last inequality is true by assumption, confirming that the incentive compatibility

constraint is satisfied.

A.4 Proof of Proposition 1

Proof. Let H̃τ denote the set comprising every history kτ =
(
{gυ}υ∈[0,τ ], {(b1υ, b2υ)}υ∈[0,τ)

)
up to time τ such that the set {υ ∈ [0, τ) : biυ > 0} is finite for each i ∈ {1, 2}. De-

fine H̃ =
⋃
τ∈[0,∞) H̃τ . Given any history ht =

(
{cτ}τ∈[0,t], {(f 1

τ , f
2
τ )}τ∈[0,t)

)
up to an

arbitrary time t, let h = {gτ , (b1τ , b2τ )}τ∈[0,∞) be any history such that {gτ}τ∈[0,t] =

{cτ}τ∈[0,t] and {(b1τ , b2τ )}τ∈[0,t) = {(f 1
τ , f

2
τ )}τ∈[0,t). Then ht is said to be on the equilib-

rium path induced by π if h is consistent with π1 and π2 at each time τ ∈ [0, t).

Fix any SPE π = (π1, π2). We construct an SPE that induces the same equilibrium

path of play using grim-trigger strategies. Given any ht ∈ H̃, recall that Vi(ht, π) is

the expected payoff to agent i when both agents follow the strategy profile π from

time t onwards, and let Xi(ht, π) denote the supremum of the expected payoffs to

agent i from any set of deviations when π−i is fixed. Because π is an SPE, it must be

that Vi(ht, π) ≥ Xi(ht, π).

Now consider the grim-trigger strategy profile π′ = (π′1, π
′
2) such that [π′1(ht), π

′
2(ht)]

= [π1(ht), π2(ht)] for any ht ∈ H on the equilibrium path induced by π and such that

[π′1(ht), π
′
2(ht)] = (0, 0) for any history ht ∈ H not on the equilibrium path induced

by π. We show that π′ is an SPE strategy profile.41

Suppose that ht ∈ H̃ is on the equilibrium path induced by π. If π′i(ht) = 0,

then the expected payoff to agent i from a one-shot deviation at ht must be negative.

However, the expected payoff to agent i when both agents follow the strategy profile

π′ from ht onwards must be nonnegative, because π′(ku) = π(ku) for any ku ∈ H on

the equilibrium path induced by π, where π is an SPE. Hence, if π′i(ht) = 0, then

agent i does not have an incentive to make a one-shot deviation at ht.

Assume instead that π′i(ht) > 0. By definition, if agent −i is using strategy π′−i,

then the expected payoff to agent i from following π′i from ht onwards is Vi(ht, π);

so that, Vi(ht, π
′) = Vi(ht, π). In addition, if agent −i is using strategy π′−i, then a

one-shot deviation at ht gives agent i an expected payoff of at most π′−i(ht), because

agent −i makes no transfers at any history not on the equilibrium path induced by

π. Furthermore, agent i can ensure that she receives an expected payoff of π′−i(ht) by

41When confirming that the grim-trigger strategy profile π′ is an SPE, it is sufficient to consider
only one-shot deviations from π′.
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transferring nothing from time t onward. Hence, X̃i(ht, π
′) = π′−i(ht), where X̃i(ht, π

′)

is the supremum of the expected payoffs to agent i at ht from any one-shot deviation

when π′−i is fixed.

Now note that Xi(ht, π) ≥ π−i(ht) = π′−i(ht) because if agent −i is using strategy

π−i, then agent i can always obtain at history ht an expected payoff of at least π−i(ht)

by transferring nothing from time t onward. Thus, we have Vi(ht, π
′) = Vi(ht, π) ≥

Xi(ht, π) ≥ π′−i(ht) = X̃i(ht, π
′) for any ht ∈ H̃ on the equilibrium path induced by π

such that π′i(ht) > 0. Moreover, for any ht ∈ H̃ not on the equilibrium path induced

by π, we have Vi(ht, π
′) ≥ Xi(ht, π

′) because Vi(ht, π
′) = 0 = Xi(ht, π

′). Hence, the

strategy profile π′ constitutes an SPE. Since π′ is defined so as to agree with π on the

equilibrium path, this completes the proof.

A.5 Lemmata in Proof of Theorem 3

It is helpful to introduce some additional terminology and notation. Consider any

strategy profiles πa = (πa1 , π
a
2) and πb = (πb1, π

b
2) with πai ∈ Π̄C

i and πbi ∈ Π̄C
i for i ∈

{1, 2}. The strategy profiles πa and πb are said to induce different paths of play with

probability p if p is the probability that the realization of the cost process {cτ}τ∈[0,∞)

is such that there exist t ∈ [0,∞) and i ∈ {1, 2} for which φit(h0, {cτ}τ∈(0,∞), π
a) 6=

φit(h0, {cτ}τ∈(0,∞), π
b). If there is probability zero that the strategy profiles πa and πb

induce different paths of play, then πa and πb are said to induce the same path of

play with probability one.

Next consider any strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2}. We

denote:

ht({cτ}τ∈[0,∞), π) =
(
{cτ}τ∈[0,t], {[φ1

τ (h0, {cυ}υ∈(0,∞), π), φ2
τ (h0, {cυ}υ∈(0,∞), π)]}τ∈[0,t)

)
.

That is, ht({cτ}τ∈[0,∞), π) represents the history up to time t when the strategy profile

π is played and the realization of the cost is {cτ}τ∈[0,∞). We also define:

σi,jt ({cτ}τ∈[0,∞), π) =

q −
∑
{υ∈[0,t]:φiυ(h0,{cτ}τ∈(0,∞),π)>0} φ

i
υ(h0, {cτ}τ∈(0,∞), π), if i = j∑

{υ∈[0,t]:φjυ(h0,{cτ}τ∈(0,∞),π)>0} φ
j
υ(h0, {cτ}τ∈(0,∞), π), if i 6= j

.

We also denote σ̂i,jt ({cτ}τ∈[0,∞), π) = limυ→t− σ
i,j
υ ({cτ}τ∈[0,∞), π), letting σ̂i,j0 ({cτ}τ∈[0,∞),

π) = σi,j0 ({cτ}τ∈[0,∞), π) = q if i = j and σ̂i,j0 ({cτ}τ∈[0,∞), π) = σi,j0 ({cτ}τ∈[0,∞), π) = 0
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if i 6= j. That is, σ̂i,jt ({cτ}τ∈[0,∞), π) and σi,jt ({cτ}τ∈[0,∞), π) represent the amount of

good j that agent i possesses immediately before and after time t, respectively.

We now define the concept of a dual cutoff form. Some further notation is useful.

Given a symmetric strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2}, let

tk({cτ}τ∈[0,∞), π) signify the kth smallest time t such that φit(h0, {cτ}τ∈(0,∞), π) > 0,

where k is a positive integer. If no such time exists, then let tk({cτ}τ∈[0,∞), π) = ∞.

That is, tk({cτ}τ∈[0,∞), π) is the time of the kth transaction when the strategy profile

π is played and the realization of the cost is {cτ}τ∈[0,∞). For notational purposes, let

t0({cτ}τ∈[0,∞), π) = 0.

In addition, we abbreviate:

σ̂i,i({cτ}τ∈[0,∞), π, k) = σ̂i,itk({cτ}τ∈[0,∞),π)
({cτ}τ∈[0,∞), π)

σi,i({cτ}τ∈[0,∞), π, k) = σi,itk({cτ}τ∈[0,∞),π)
({cτ}τ∈[0,∞), π)

φi({cτ}τ∈[0,∞), π, k) = φitk({cτ}τ∈[0,∞),π)
({cτ}τ∈[0,∞), π)

c({cτ}τ∈[0,∞), π, k) = ctk({cτ}τ∈[0,∞),π),

assuming that tk({cτ}τ∈[0,∞), π) <∞. That is, σ̂i,i({cτ}τ∈[0,∞), π, k), σi,i({cτ}τ∈[0,∞),

π, k), φi({cτ}τ∈[0,∞), π, k), and c({cτ}τ∈[0,∞), π, k) respectively denote the amount of

good i possessed by agent i immediately before the kth transaction, the amount of

good i possessed by agent i immediately after the kth transaction, the amount of good

i transferred by agent i on the kth transaction, and the value of the cost process at

the kth transaction when the strategy profile π is played and the realization of the

cost is {cτ}τ∈[0,∞).

Definition 1. Choose any symmetric strategy profile π = (π1, π2) with πi ∈ Π̄C
i

for i ∈ {1, 2}. Let k be a positive integer. Transaction k has a dual cutoff

form when playing π if there is probability one that tk−1({cτ}τ∈[0,∞), π) = ∞ or

both tk−1({cτ}τ∈[0,∞), π) < ∞ and the following holds. Given the realizations of

c({cτ}τ∈[0,∞), π, n) and σ̂i,i({cτ}τ∈[0,∞), π, n) for n ∈ {0, 1, . . . , k − 1}, there exist:

1. ca with 0 ≤ ca ≤ c({cτ}τ∈[0,∞), π, k − 1),

2. φa with 0 < φa ≤ σi,i({cτ}τ∈[0,∞), π, k − 1),

3. cb with c({cτ}τ∈[0,∞), π, k − 1) ≤ cb ≤ ∞,

4. φb with 0 < φb ≤ σi,i({cτ}τ∈[0,∞), π, k − 1).
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for which there is conditional probability one that the cost process {cτ}τ∈[0,∞) is such

that one of the three sets of requirements below is satisfied:

1. tk({cτ}τ∈[0,∞), π) <∞, c({cτ}τ∈[0,∞), π, k) = ca, φi({cτ}τ∈[0,∞), π, k) = φa, there

does not exist u with tk−1({cτ}τ∈[0,∞), π) < u < tk({cτ}τ∈[0,∞), π) such that

cu = ca or cu = cb.

2. tk({cτ}τ∈[0,∞), π) < ∞, c({cτ}τ∈[0,∞), π, k) = cb, φi({cτ}τ∈[0,∞), π, k) = φb, there

does not exist u with tk−1({cτ}τ∈[0,∞), π) < u < tk({cτ}τ∈[0,∞), π) such that

cu = ca or cu = cb.

3. tk({cτ}τ∈[0,∞), π) = ∞, there does not exist u > tk−1({cτ}τ∈[0,∞), π) such that

cu = ca or cu = cb.

The following is a verbal description of this concept. The first transaction has a

dual cutoff form when playing a symmetric strategy profile π if there exists ca ∈ [0, c0],

cb ∈ [c0,∞] and φa ∈ (0, si,i0 ], φb ∈ (0, si,i0 ] such that, with probability one, the agents

transfer the amount φa at the first positive time the cost reaches ca if and only if cb

has not been reached earlier, the agents transfer the amount φb at the first positive

time the cost reaches cb if and only if ca has not been reached earlier, and the agents

do not make any transfers until a cost of ca or cb has been reached.42 For any positive

integer k, the (k + 1)th transaction has a dual cutoff form when playing a symmetric

strategy profile π if there is probability one that a kth transaction does not occur or

both a kth transaction occurs and the first transaction in the subgame immediately

following the kth transaction has a dual cutoff form when playing π.

The concept of a dual cutoff form is closely related to the concept of stationarity

for strategy profiles. The stationarity property implies a dual cutoff form, but not

vice versa. The result below shows that each transaction has a dual cutoff form when

playing a stationary symmetric strategy profile.

Claim 1. If π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} is a stationary symmetric

strategy profile, then transaction k has a dual cutoff form when playing π, where k is

an arbitrary positive integer.

Proof. Let π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} be a stationary symmetric strategy

profile. By definition, there exists a symmetric strategy profile π† = (π†1, π
†
2) with

42If ca = 0, then there is zero probability of the first transaction occurring at a cost less than c0.
If cb =∞, then there is zero probability of the first transaction occurring at a cost higher than c0.
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π†i ∈ Π̄C
i for i ∈ {1, 2} satisfying the following two conditions. For any c ∈ (0,∞) and

s1, s2 ∈ [0, q], π†1(k
′

u′
) = π†1(k

′′

u′′
) and π†2(k

′

u′
) = π†2(k

′′

u′′
) for all k

′

u′
, k
′′

u′′
∈ H̃(c, s1, s2).

There is probability one that φit(h0, {cτ}τ∈(0,∞), π) = φit(h0, {cτ}τ∈(0,∞), π
†) for all

t ∈ [0,∞) and i ∈ {1, 2}. Choose any positive integer k. If k > 1, then assume

that for every positive integer n < k, transaction n has a dual cutoff form when

playing π†. We argue that transaction k has a dual cutoff form when playing π†.

Because π† induces the same path of play as π with probability one, it then follows

that transaction k has a dual cutoff form when playing π.

If tk−1({cτ}τ∈[0,∞), π
†) = ∞ with probability one, then transaction k has a dual

cutoff form when playing π†. Therefore, assume that tk−1({cτ}τ∈[0,∞), π
†) < ∞ with

positive probability. Choose any c† and s† for which there is positive probability of the

realization of the cost process {cτ}τ∈[0,∞) being such that both c({cτ}τ∈[0,∞), π
†, k −

1) = c† and σ̂i,i({cτ}τ∈[0,∞), π
†, k−1) = s†. Let {c∗τ}τ∈[0,∞) be any cost realization such

that c({c∗τ}τ∈[0,∞), π
†, k− 1) = c† and σ̂i,i({c∗τ}τ∈[0,∞), π

†, k− 1) = s†. Let T be the set

consisting of every c for which there exists {c̃τ}τ∈[0,∞) such that tk({c̃τ}τ∈[0,∞), π
†) <

∞, c({c̃τ}τ∈[0,∞), π
†, k) = c, and c̃t = c∗t for t ≤ tk−1({c∗τ}τ∈[0,∞), π

†).

Let ca denote the supremum of the set consisting of every c ≤ c† such that c ∈ T .

Let cb denote the infimum of the set consisting of every c ≥ c† such that c ∈ T . If

there is no c ∈ T with c ≤ c†, then let ca = 0. If there is no c ∈ T with c ≥ c†,

then let cb = ∞. Note that there is no c ∈ T with c < ca and there is no c ∈ T

with c > cb. Otherwise, there would exist some c ∈ (0,∞) and s ∈ [0, q] such that

π†1(k
′

u′
) 6= π†1(k

′′

u′′
) and π†2(k

′

u′
) 6= π†2(k

′′

u′′
) for some k

′

u′
, k
′′

u′′
∈ H̃(c, s, s). This would

contradict the properties of the strategy profile π†.

For x ∈ {a, b}, let {cxτ}τ∈[0,∞) be any cost realization such that tk({cxτ}τ∈[0,∞), π
†) <

∞, c({cxτ}τ∈[0,∞), π
†, k) = cx, and cxt = c∗t for t ≤ tk−1({cxτ}τ∈[0,∞), π

†). For x ∈ {a, b},
define φx = φi({cxτ}τ∈[0,∞), π

†, k), provided that the cost realization {cxτ}τ∈[0,∞) in the

previous sentence exists. Suppose that the realization of the cost process {cτ}τ∈[0,∞)

satisfies c({cτ}τ∈[0,∞), π
†, k − 1) = c† and σ̂i,i({cτ}τ∈[0,∞), π

†, k − 1) = s†. Then

{cτ}τ∈[0,∞) is either such that tk({cτ}τ∈[0,∞), π
†) =∞ or such that tk({cτ}τ∈[0,∞), π

†) <

∞, c({cτ}τ∈[0,∞), π
†, k) = cx, and φi({cτ}τ∈[0,∞), π

†, k) = φx for some x ∈ {a, b}.
Moreover, if tk({cτ}τ∈[0,∞), π

†) <∞, then there exists no u with tk−1({cτ}τ∈[0,∞), π
†) <

u < tk({cτ}τ∈[0,∞), π
†) such that cu = cx for some x ∈ {a, b}. Hence, transaction k

has a dual cutoff form when playing π†.

The next result provides an example to show that not every symmetric strategy
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profile in which each transaction has a dual cutoff form is stationary.

Claim 2. There exists a non-stationary symmetric strategy profile π = (π1, π2) with

πi ∈ Π̄C
i for i ∈ {1, 2} such that for every positive integer k, transaction k has a dual

cutoff form when playing π.

Proof. Consider the non-stationary symmetric grim-trigger strategy profile π defined

as follows. First, choose any c1 ∈ (0, c0) and φ1 ∈ (0, q). The agents each transfer the

amount φ1 at the first time that the cost reaches c1, and the agents do not make any

transfers until a cost of c1 has been reached.

Second, choose any c2,a ∈ (0, c1), c2,b ∈ (c1,∞), and φ2 ∈ (0, q − φ1). Each

agent transfers the amount φ2 at the first time the cost reaches c2,a after the first

transaction by each agent if and only if c2,b has not been reached earlier following the

first transaction, each agent transfers the amount φ2 at the first time the cost reaches

c2,b after the first transaction by each agent if and only if c2,a has not been reached

earlier following the first transaction, and the agents do not make any transfers after

the first transaction until a cost of c2,a or c2,b has been reached following the first

transaction.

Third, choose any c3 ∈ R++ with c3 6= c2,a and c3 6= c2,b, and choose any φ3,a ∈
(0, q − φ1 − φ2) and φ3,b ∈ (0, q − φ1 − φ2) with φ3,a 6= φ3,b. If the cost incurred on

the second transaction is c2,a, then the agents each transfer the amount φ3,a at the

first time after the second transaction by each agent that the cost reaches c3, and

the agents do not make any transfers after the second transaction until a cost of c3

has been reached following the second transaction. If the cost incurred on the second

transaction is c2,b, then the agents each transfer the amount φ3,b at the first time after

the second transaction by each agent that the cost reaches c3, and the agents do not

make any transfers after the second transaction until a cost of c3 has been reached

following the second transaction.

Each agent makes at most three transactions. If an agent deviates from the path

of play described above, then neither agent makes any transactions following the

deviation. The strategy profile π is such that for every positive integer k, transaction

k has a dual cutoff form when playing π.

The following are the statements and proofs of the three lemmata that imply

theorem 3. The result below shows that given any non-stationary symmetric SPE
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π, one can find a stationary symmetric SPE π
′

that generates at least as high an

expected payoff to each agent.

Here is an outline of the proof. Let π be an arbitrary symmetric SPE. We begin

by using the Markov property of the cost process to construct a symmetric SPE in

which the payoff to each agent is at least as high as under π and the first transaction

has a dual cutoff form. The next step is to find a symmetric SPE that satisfies the

conditions in the preceding sentence as well as the additional requirement that the

incentive constraint is binding on the first transaction. It is then straightforward to

specify a symmetric SPE in which the first transaction has a dual cutoff form, the

incentive constraint is binding on the first transaction, and the payoff to each agent

is the same as under π. An iterative procedure is next used along with the Markov

property of the cost to define a symmetric SPE in which every transaction has a dual

cutoff form, the incentive constraint is binding on every transaction, and the payoff to

each agent is the same as under π. Finally, a stationary symmetric SPE π
′

is derived

in which the payoff to each agent is at least as high as under π. In addition, the cost

incurred between any two consecutive transactions is decreasing when playing π
′
.

Lemma 1. Given any symmetric SPE π ∈ Π∗ in grim-trigger strategies, there exists

a stationary symmetric SPE π
′ ∈ Π∗ in grim-trigger strategies such that V (h0, π

′
) ≥

V (h0, π). Moreover, π′ can be chosen such that the cost incurred between any two

consecutive transactions is decreasing.

Proof. Let the strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2} be an arbitrary

symmetric SPE in grim-trigger strategies. Define the symmetric SPE π0 = (π0
1, π

0
2)

in grim-trigger strategies as follows. For any history ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to an arbitrary time u, let π0

i (ku) = πi(ku) if πi(ku) ≥ gu, and let π0
i (ku) = 0 if

πi(ku) < gu, where i ∈ {1, 2}. Note that V (h0, π
0) ≥ V (h0, π).

We begin by finding a symmetric SPE π∗ ∈ Π∗ in grim-trigger strategies with

V (h0, π
∗) ≥ V (h0, π

0) such that the first transaction has a dual cutoff form when

playing π∗. There are three cases to consider. First, π0 is a stationary symmetric

SPE in grim-trigger strategies. Second, π0 is a non-stationary maximal symmetric

SPE in grim-trigger strategies. Third, π0 is a non-stationary strategy profile that

is not a maximal symmetric SPE in grim-trigger strategies. The strategy profile π∗

is constructed as follows in each case. In the first case, where π0 is a stationary

symmetric SPE in grim-trigger strategies, simply let π∗ = π0.
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Next, consider the second case, where π0 is a non-stationary maximal symmetric

SPE in grim-trigger strategies. Either there is zero probability that t1({cτ}τ∈[0,∞), π
0) <

∞ and c({cτ}τ∈[0,∞), π
0, 1) < c0, or there exists a realization {caτ}τ∈[0,∞) of the cost pro-

cess as well as a time ta such that t1({caτ}τ∈[0,∞), π
0) = ta, cata < c0, and V [ht({caτ}τ∈[0,∞),

π0), π0] ≥ V [ht({caτ}τ∈[0,∞), π
0), π̂] for every symmetric SPE π̂ in grim-trigger strate-

gies along with any time t ≤ ta. If such a cost realization {caτ}τ∈[0,∞) exists, then let

ca
′
= cata . Otherwise, let ca

′
= 0. Either there is zero probability that t1({cτ}τ∈[0,∞), π

0)

< ∞ and c({cτ}τ∈[0,∞), π
0, 1) ≥ c0, or there exists a realization {cbτ}τ∈[0,∞) of the

cost process as well as a time tb such that t1({cbτ}τ∈[0,∞), π
0) = tb, cb

tb
≥ c0, and

V [ht({cbτ}τ∈[0,∞), π
0), π0] ≥ V [ht({cbτ}τ∈[0,∞), π

0), π̂] for every symmetric SPE π̂ in

grim-trigger strategies along with any time t ≤ tb. If such a cost realization {cbτ}τ∈[0,∞)

exists, then let cb
′

= cb
tb

. Otherwise, let cb
′

=∞. Define the strategy profile π∗ ∈ Π∗

in grim-trigger strategies as follows. The agents do not make any transactions until

the first time t∗ that the current value of the cost process is ca
′

or cb
′
. If no such

time t∗ exists, then the agents never make a transaction. Consider the case where

there exists such a time t∗. If ca
′ ∈ (0, c0) and ct∗ = ca

′
, then each agent transfers

the amount φita(h0, {caτ}τ∈(0,∞), π
0) at time t∗. After this transaction, the agents play

according to strategy profile π0, behaving as if the history up to the time of this

transaction were hta({caτ}τ∈[0,∞), π
0) and strategy profile π0 had always been followed

from the beginning of the game. If cb
′ ∈ [c0,∞) and ct∗ = cb

′
, then each agent trans-

fers the amount φi
tb

(h0, {cbτ}τ∈(0,∞), π
0) at time t∗. After this transaction, the agents

play according to strategy profile π0, behaving as if the history up to the time of this

transaction were htb({cbτ}τ∈[0,∞), π
0) and strategy profile π0 had always been followed

from the beginning of the game.

Now, consider the third case, where π0 is a non-stationary strategy profile that is

not a maximal symmetric SPE in grim-trigger strategies. In this case, one can find a

symmetric SPE π̃ = (π̃1, π̃2) in grim-trigger strategies such that V (h0, π̃) > V (h0, π
0).

Define the symmetric SPE π̃0 = (π̃0
1, π̃

0
2) in grim-trigger strategies as follows. For any

history ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to an arbitrary time u, let π̃0

i (ku) = π̃i(ku)

if π̃i(ku) ≥ gu, and let π̃0
i (ku) = 0 if π̃i(ku) < gu, where i ∈ {1, 2}. Note that

V (h0, π̃
0) ≥ V (h0, π̃). Let δ = V (h0, π̃

0)− V (h0, π
0).

Consider the strategy profile π̃0. Let T be the set consisting of each cost level c

for which there exists a realization {c̃τ}τ∈[0,∞) of the cost process as well as a time ũ

such that c̃ũ = c, σ̂i,iũ ({c̃τ}τ∈[0,∞), π̃
0) = si,i0 , and φiũ(h0, {c̃τ}τ∈(0,∞), π̃

0) > 0. If the set
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T is empty, then the expected payoff to each agent from playing strategy profile π̃0

is zero, because no transfers are made on the equilibrium path. However, this would

contradict the fact that π0 is an SPE, because π̃0 generates a strictly higher expected

payoff to each agent than π0, and no SPE can generate an expected payoff to each

agent lower than zero. Therefore, it can be assumed that the set T is non-empty.

For any cost level c in T , let K(c) be the set consisting of every history ku =(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to an arbitrary time u for which gu = c, π̃0

i (ku) > 0,

biv = π̃0
i

[(
{gt}t∈[0,v], {(b1t , b2t )}t∈[0,v)

)]
= 0 for all v < u. DefineQ(c) = supku∈K(c) V (ku,

π̃0). A state is a pair (c, s), where c is the current value of the cost process, and s

is the amount of each good remaining untransferred. For any cost levels ca and cb

in T , let R(ca, cb) denote the value of an asset at state (c0, s
i,i
0 ) that pays Q(ca) at

the first time the cost reaches ca if and only if cb has not been reached earlier and

that pays Q(cb) at the first time the cost reaches cb if and only if ca has not been

reached earlier. Letting X = supca,cb∈T R(ca, cb), it follows from the properties of the

cost process that X ≥ V (h0, π̃
0).

To understand the last claim, consider the following argument. If the agents play

strategy profile π̃0, then Q(c) is an upper bound on the expected payoff to each agent

when a state (c, si,i0 ) with c in T is reached and the agents choose to make a transfer

at this time. Hence, V (h0, π̃
0) ≤ B, where B denotes the supremum of the set of

possible expected payoffs to each agent in the following problem. Assume that the

initial state is (c0, s
i,i
0 ). At each time a state (c, si,i0 ) with c ∈ T is reached, the agents

can choose either to accept or to decline, provided that the agents have not chosen

to accept in the past. If the agents accept, then each agent receives an immediate

payoff of Q(c), and the problem ends. If the agents decline, then each agent receives

an immediate payoff of zero, but the problem continues. Given any state (c, si,i0 ) with

c ∈ T , let H(c) be the supremum of the set of possible expected payoffs to each agent

upon reaching state (c, si,i0 ) if the agents follow policies in which they choose to decline

at this time.

Let Z be the set consisting of each cost level c ∈ T such that Q(c) ≥ H(c). Let zl

denote the supremum of the set consisting of every cost level c ∈ Z such that c ≤ c0.

Let zh denote the infimum of the set consisting of every cost level c ∈ Z such that

c ≥ c0. For any ε > 0, let Z l(ε) denote the set consisting of every cost level c ∈ Z
for which c ∈ [zl − ε, zl], and let Zh(ε) denote the set consisting of every cost level

c ∈ Z for which c ∈ [zh, zh + ε]. For any ε > 0, define Ql(ε) = supc∈Zl(ε)Q(c) and
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Qh(ε) = supc∈Zh(ε)Q(c). Let D(ε) denote the value of an asset at state (c0, s
i,i
0 ) that

pays Qh(ε) at the first time the cost reaches zh + ε if and only if zl − ε has not been

reached earlier and that pays Ql(ε) at the first time the cost reaches zl− ε if and only

if zh + ε has not been reached earlier. Note that limε→0D(ε) = B. For any ε > 0 and

η > 0, there exist cost levels ca
′′

and cb
′′

for which the expected payoff to each agent

is greater than D(ε)− η when the agents follow a policy of accepting at the first time

the cost reaches ca
′′

if and only if cb
′′

has not been reached earlier and accepting at

the first time the cost reaches cb
′′

if and only if ca
′′

has not been reached earlier.

Define the strategy profile π∗ as follows. Choose any realizations {cpτ}τ∈[0,∞) and

{cqτ}τ∈[0,∞) of the cost process and times tp and tq such that σ̂i,itp ({cpτ}τ∈[0,∞), π̃
0) = si,i0 ,

σ̂i,itq ({cqτ}τ∈[0,∞), π̃
0) = si,i0 , φitp(h0, {cpτ}τ∈(0,∞), π̃

0) > 0, φitq(h0, {cqτ}τ∈(0,∞), π̃
0) > 0,

and X − P ({cpτ}τ∈[0,∞), {cqτ}τ∈[0,∞)) < δ/2, where P ({cpτ}τ∈[0,∞), {cqτ}τ∈[0,∞)) is the

value of an asset at state (c0, s
i,i
0 ) that pays V [htp({cpτ}τ∈[0,∞), π̃

0), π̃0] at the first

time the cost reaches cptp if and only if cqtq has not been reached earlier and that pays

V [htq({cqτ}τ∈[0,∞), π̃
0), π̃0] at the first time the cost reaches cqtq if and only if cptp has not

been reached earlier. The strategy profile π∗ requires the agents to make no transfers

until the cost level cptp or cqtq is reached. If the cost level cptp is reached and the cost level

cqtq has not been reached earlier, then π∗ requires the agents to play according to the

strategy profile π̃0 from the first time that the cost level cptp is reached, behaving as

if the history up to this time were htp({cpτ}τ∈[0,∞), π̃
0). If the cost level cqtq is reached

and the cost level cptp has not been reached earlier, then π∗ requires the agents to

play according to the strategy profile π̃0 from the first time that the cost level cqtq

is reached, behaving as if the history up to this time were htq({cqτ}τ∈[0,∞), π̃
0). The

strategy profile π∗ requires the agents to make no transfers following a deviation from

the path of play described above.

Consider the three cases above. In the first case, the stationarity of π0 im-

plies that the first transaction has a dual cutoff from when playing π∗. Recall that

c0 > q. In the second case, the feasibility of πi implies that φit(h0, {c̃τ}τ∈(0,∞), π) < c0

for any cost realization {c̃τ}τ∈[0,∞) and time t such that c̃t = c0. It follows that

φit(h0, {c̃τ}τ∈(0,∞), π
0) = 0 for any such {c̃τ}τ∈[0,∞) and t. In the third case, the feasi-

bility of π̃i implies that φit(h0, {c̃τ}τ∈(0,∞), π̃) < c0 for any cost realization {c̃τ}τ∈[0,∞)

and time t such that c̃t = c0. It follows that φit(h0, {c̃τ}τ∈(0,∞), π̃
0) = 0 for any such

{c̃τ}τ∈[0,∞) and t. Hence, it must be that π∗i (h0) = 0 in the second and third cases. It

follows that the first transaction has a dual cutoff form when playing π∗. Moreover,
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π∗ ∈ Π∗ is a symmetric SPE in grim-trigger strategies with V (h0, π
∗) ≥ V (h0, π

0).

It is helpful to introduce some terminology. Given a symmetric SPE π̂ ∈ Π∗ as

well as any positive integer k, let p̂ be the probability that tk−1({cτ}τ∈[0,∞), π̂) < ∞
and there exists a time t with tk−1({cτ}τ∈[0,∞), π̂) < t < tk+1({cτ}τ∈[0,∞), π̂) for which

φit(h0, {cτ}τ∈(0,∞), π̂) > 0 and Y [ht({cτ}τ∈[0,∞), π̂), π̂] > ct. If p̂ > 0, then π̂ is said to

have a positive probability of the incentive constraint being slack at transaction k. If

p̂ = 0, then π̂ is said to have probability one of the incentive constraint being binding

at transaction k.

We next construct a symmetric SPE π∗∗ ∈ Π∗ in grim-trigger strategies with

V (h0, π
∗∗) ≥ V (h0, π

∗) such that the first transaction has a dual cutoff form when

playing π∗∗ and such that π∗∗ has probability one of the incentive constraint being

binding at the first transaction. If π∗ has probability one of the incentive constraint

being binding at the first transaction, then simply let π∗∗ = π∗. If π∗∗ has a positive

probability of the incentive constraint being slack at the first transaction, then the

strategy profile π∗∗ is constructed as described below.

It is helpful to introduce some notation. Let t̂1 and t̂2 be any two nonnegative real

numbers such that t̂1 ≤ t̂2. Let π̂ ∈ Π∗ be a symmetric SPE in grim-trigger strategies.

Given a realization {c̃τ}τ∈[0,∞) of the cost process, let Σ[ht̂1({c̃τ}τ∈[0,∞), π̂); {c̃τ}τ∈[t̂1,t̂2];
t̂1, t̂2; π̂] be the sum of the transfers that an agent would make between times t̂1 and

t̂2 inclusive if ht̂1({c̃τ}τ∈[0,∞), π̂) is the history up to time t̂1, the cost path {c̃τ}τ∈[t̂1,t̂2]
is realized between times t̂1 and t̂2, and the strategy profile π̂ is played by the agents.

The following is how π∗∗ is defined in this case. The agents play according to

strategy profile π∗ until the first time t for which the realization {c̃τ}τ∈[0,∞) of the

cost process is such that φit(h0, {c̃τ}τ∈(0,∞), π
∗) > 0 and Y [ht({c̃τ}τ∈[0,∞), π

∗), π∗] > c̃t.

If no such time t exists, then the agents simply follow strategy profile π∗. Otherwise,

let t̃1 denote the first time t that this condition holds. At time t̃1, each agent transfers

the amount φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π
∗) + ζ(c̃t̃1), where ζ(c̃t̃1) is a positive real number no

greater than si,i0 − φit̃1(h0, {c̃τ}τ∈(0,∞), π
∗) that can depend on c̃t̃1 . After time t̃1, the

agents do not make any transfers at any time t > t̃1 such that the realization of the

cost process {c̃τ}τ∈[t̃1,t] between times t̃1 and t satisfies φit(h0, {c̃τ}τ∈(0,∞), π
∗) = 0 or

Σ[ht̃1({c̃τ}τ∈[0,∞), π
∗); {c̃τ}τ∈[t̃1,t]; t̃1, t; π∗]− φit̃1(h0, {c̃τ}τ∈(0,∞), π

∗)− ζ(c̃t̃1) < c̃t.

Let t̃2 denote the first time t such that φit(h0, {c̃τ}τ∈(0,∞), π
∗) > 0 and Σ[ht̃1({c̃τ

}τ∈[0,∞), π
∗); {c̃τ}τ∈[t̃1,t]; t̃1, t; π∗]− φit̃1(h0, {c̃τ}τ∈(0,∞), π

∗)− ζ(c̃t̃1) ≥ c̃t. If such a time

t does not exist, then the agents do not make any further transactions. Other-
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wise, proceed as follows. At time t̃2, each agent transfers an amount equal to

the lesser of φi
t̃2

(h0, {c̃τ}τ∈(0,∞), π
∗) and Σ[ht̃1({c̃τ}τ∈[0,∞), π

∗); {c̃τ}τ∈[t̃1,t̃2]; t̃1, t̃2; π∗] −
φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π
∗)−ζ(c̃t̃1). Thereafter, the agents play according to strategy pro-

file π∗, behaving as if the history up to time t̃1 were ht̃1({c̃τ}τ∈[0,∞), π
∗), the realization

of the cost process between times t̃1 and t̃2 were {c̃τ}τ∈[t̃1,t̃2], and strategy profile π∗

were followed up to and including time t̃2. The agents do not make any transfers

following a deviation from the path of play specified above.

If each ζ(c̃t̃1) is chosen appropriately, then π∗∗ is a symmetric SPE in grim-trigger

strategies with V (h0, π
∗∗) > V (h0, π

∗), and π∗∗ has probability one of the incentive

constraint being binding at the first transaction. Such a choice of ζ(c̃t̃1) is possible

because V [ht̃1({c̃τ}τ∈[0,∞), π
∗), π∗∗] is increasing in ζ(c̃t̃1), Y [ht̃1({c̃τ}τ∈[0,∞), π

∗), π∗∗]

approaches Y [ht̃1({c̃τ}τ∈[0,∞), π
∗), π∗] as ζ(c̃t̃1) goes to 0, Y [ht̃1({c̃τ}τ∈[0,∞), π

∗), π∗∗]

equals 0 for ζ(c̃t̃1) = si,i0 − φit̃1(h0, {c̃τ}τ∈(0,∞), π
∗), and Y [ht̃1({c̃τ}τ∈[0,∞), π

∗), π∗∗] is a

continuous function of ζ(c̃t̃1).

We now observe that it is possible to construct a symmetric SPE π∗∗∗ in grim-

trigger strategies with V (h0, π
∗∗∗) = V (h0, π) such that the first transaction has a

dual cutoff form when playing π∗∗∗ and such that π∗∗∗ has probability one of the

incentive constraint being binding at the first transaction. If there is zero probability

of a transaction occurring when playing π∗∗, then simply let π∗∗∗ = π∗∗. If there is

a positive probability of a transaction occurring when playing π∗∗, then a symmetric

SPE π∗∗∗ satisfying the prescribed conditions can be constructed from π∗∗ by appro-

priately lowering or leaving unchanged the amount of each good transferred at the

first transaction.

Let π1,∗∗∗ = π∗∗∗. Choose any positive integer k. Assume that there exists a

symmetric SPE πk,∗∗∗ in grim-trigger strategies with V (h0, π
k,∗∗∗) = V (h0, π) such

that the nth transaction has a dual cutoff form when playing πk,∗∗∗ and such that

πk,∗∗∗ has probability one of the incentive constraint being binding at the nth trans-

action, where n can be any positive integer no greater than k. Furthermore, as-

sume that πk,∗∗∗ is such that φit(h0, {c̃τ}τ∈(0,∞), π
k,∗∗∗) ≥ c̃t for any cost realization

{c̃τ}τ∈[0,∞) and time t > tk({c̃τ}τ∈[0,∞), π
k,∗∗∗) at which φit(h0, {c̃τ}τ∈(0,∞), π

k,∗∗∗) >

0. Note that this condition holds for k = 1. It will be shown below that there

exists a symmetric SPE πk+1,∗∗∗ in grim-trigger strategies with V (h0, π
k+1,∗∗∗) =

V (h0, π) such that the nth transaction has a dual cutoff form when playing πk+1,∗∗∗

and such that πk+1,∗∗∗ has probability one of the incentive constraint being bind-
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ing at the nth transaction, where n can be any positive integer no greater than

k + 1. Moreover, πk+1,∗∗∗ can be constructed such that φit(h0, {cτ}τ∈(0,∞), π
k+1,∗∗∗) =

φit(h0, {cτ}τ∈(0,∞), π
k,∗∗∗) for all t ≤ tk({cτ}τ∈[0,∞), π

k,∗∗∗). Additionally, πk+1,∗∗∗ will

be such that φit(h0, {c̃τ}τ∈(0,∞), π
k+1,∗∗∗) ≥ c̃t for any cost realization {c̃τ}τ∈[0,∞) and

time t > tk+1({c̃τ}τ∈[0,∞), π
k+1,∗∗∗) with φit(h0, {c̃τ}τ∈(0,∞), π

k+1,∗∗∗) > 0. It will

then follow that there exists a symmetric SPE π
′′

in grim-trigger strategies with

V (h0, π
′′
) = V (h0, π) such that the nth transaction has a dual cutoff form when play-

ing π
′′

and such that π
′′

has probability one of the incentive constraint being binding

at the nth transaction, where n can be any positive integer.

Given the strategy profile πk,∗∗∗ described in the preceding paragraph, a strategy

profile πk+1,∗∗∗ with the aforementioned properties can be constructed by applying the

procedure above to each subgame on the equilibrium path immediately following the

first transaction when playing πk,∗∗∗. Let πk,∗∗∗ = πk,∗∗∗. In particular, the strategy

profile πk+1,∗∗∗ is derived as follows. Either tk({cτ}τ∈[0,∞), π
k,∗∗∗) =∞ with probability

one, or tk({cτ}τ∈[0,∞), π
k,∗∗∗) <∞ with positive probability. If tk({cτ}τ∈[0,∞), π

k,∗∗∗) =

∞ with probability one, then simply let πk+1,∗∗∗ = πk,∗∗∗. Otherwise, proceed as be-

low. Let {c†n}kn=1 be any sequence of costs incurred on the first k transactions for which

{c({cτ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {c†n}kn=1 with positive probability. Let {f †n}kn=1 be any

sequence of amounts transferred on the first k transactions for which there is positive

probability of {cτ}τ∈[0,∞) being such that both {c({cτ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {c†n}kn=1

and {φi({cτ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {f †n}kn=1. Let {g̃τ}τ∈[0,∞) be any realization of the

cost process such that {c({g̃τ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {c†n}kn=1, {φi({g̃τ}τ∈[0,∞), π

k,∗∗∗, n)

}kn=1 = {f †n}kn=1, and Yu† [hu†({g̃τ}τ∈[0,∞), π
k,∗∗∗), πk,∗∗∗)] = c†k, where u† = tk({g̃τ}τ∈[0,∞),

πk,∗∗∗).

Consider a modified game in which the initial value of the cost process is c†k instead

of c0 and the original amount of each good is q−
∑k

n=1 f
†
n instead of q. Let h′0 denote

the null history in this modified game. Define the symmetric SPE ψ in grim-trigger

strategies as follows. At time 0, the agents do not make any transactions. After time

0, the agents play according to strategy profile πk,∗∗∗ ∈ Π∗, behaving as if the history

at time 0 were hu†({g̃τ}τ∈[0,∞), π
k,∗∗∗). The agents do not make any transfers following

a deviation from the path of play described above. Note that ψ is such that ψi(ht) ≥ gt

for any history ht =
(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to an arbitrary time t for which

ψi(ht) > 0. Suppose that a procedure similar to that described in the first nine

paragraphs in the proof of the lemma is applied to the strategy profile ψ. By doing
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so, it is possible to construct a symmetric strategy profile ψ∗ in grim-trigger strategies

such that the following statement holds. Either ψ∗ is a symmetric SPE in grim-trigger

strategies with V (h′0, ψ
∗) ≥ V (h′0, ψ) such that the first transaction has a dual cutoff

form when playing ψ∗, or each agent makes a transfer at time 0 with probability one.

Note that ψ∗ is such that ψ∗i (ht) ≥ gt for any history ht =
(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to an arbitrary time t for which ψ∗i (ht) > 0.

In the former case, a procedure similar to that described in the eleventh through

sixteenth paragraphs can be used to construct a symmetric SPE ψ∗∗ in grim-trigger

strategies with V (h′0, ψ
∗∗) ≥ V (h′0, ψ) such that the first transaction has a dual cutoff

form when playing ψ∗∗ and such that ψ∗∗ has probability one of the incentive con-

straint being binding at the first transaction. As in the seventeenth paragraph, the

strategy profile ψ∗∗ can then be adjusted so as to generate a symmetric SPE ψ∗∗∗ in

grim-trigger strategies with V (h′0, ψ
∗∗∗) = V (h′0, ψ) such that the first transaction has

a dual cutoff form when playing ψ∗∗∗ and such that ψ∗∗∗ has probability one of the

incentive constraint being binding at the first transaction. If this case holds, then

the next three paragraphs should be skipped after constructing the strategy profile

ψ∗∗∗. Note that ψ∗∗∗ is such that φit(h
′
0, {c̃τ}τ∈(0,∞), ψ

∗∗∗) ≥ c̃t for any cost realization

{c̃τ}τ∈[0,∞) and time t > t1({c̃τ}τ∈[0,∞), ψ
∗∗∗) at which φit(h

′
0, {c̃τ}τ∈(0,∞), ψ

∗∗∗) > 0.

In the latter case, proceed as follows. Consider another modified game in which

the initial value of the cost process is equal to c0 and the original amount of each good

is q −
∑k

n=1 f
†
n. Define the symmetric SPE ψ∗

′
in grim-trigger strategies as follows.

The agents do not make any transactions until the first time t∗
′

that the current

value of the cost process is c†k. At time t∗
′
, each agent transfers the amount ψ∗i (h

′
0).

After this transaction, the agents play according to strategy profile ψ∗, behaving as

if the history at the time of this transaction were h′0 and strategy profile ψ∗ had

always been followed. The agents do not make any transfers following a deviation

from the path of play described above. A procedure similar to that described in

the eleventh through sixteeth paragraphs can be used to construct a symmetric SPE

ψ∗∗
′

in grim-trigger strategies such that the first transaction has a dual cutoff form

when playing ψ∗∗
′
, such that ψ∗∗

′
has probability one of the incentive constraint being

binding at the first transaction, and for which there is probability one of {cτ}τ∈[0,∞)

being such that either t1({cτ}τ∈[0,∞), ψ
∗∗′) = ∞ or both t1({cτ}τ∈[0,∞), ψ

∗∗′) < ∞
and V [ht({cτ}τ∈[0,∞), ψ

∗∗′), ψ∗∗
′
] ≥ V (h′0, ψ) for t = t1({cτ}τ∈[0,∞), ψ

∗∗′). Note that

ψ∗
′

is such that ψ∗
′
i (ht) ≥ gt for any history ht =

(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to

52



an arbitrary time t for which ψ∗
′
i (ht) > 0 and that ψ∗∗

′
is such that ψ∗∗

′
i (ht) ≥ gt

for any history ht =
(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to an arbitrary time t for which

ψ∗∗
′

i (ht) > 0.

Let {p̃τ}τ∈[0,∞) be any realization of the cost process such that t1({p̃τ}τ∈[0,∞), ψ
∗∗′) <

∞ and both Y [ht({p̃τ}τ∈[0,∞), ψ
∗∗′), ψ∗∗

′
] = p̃t and V [ht({p̃τ}τ∈[0,∞), ψ

∗∗′), ψ∗∗
′
] ≥

V (h′0, ψ) for t = t1({p̃τ}τ∈[0,∞), ψ
∗∗′). Now consider the original game in which the

initial value of the cost process is c0 and the original amount of each good is q. Define

the strategy profile πk,∗∗∗
′

as follows. The agents play according to strategy profile

πk,∗∗∗ until the history up to the current time is such that each agent has made k− 1

transactions in the past, the respective transaction costs incurred on these transac-

tions were {c†n}k−1n=1, the respective amounts transferred on these transactions were

{f †n}k−1n=1, and the current value of the cost process is c†k. Let tk,∗∗∗
′

denote the first

such time if such a time exists. Let f †
′

k = f †k + φi({p̃τ}τ∈[0,∞), ψ
k,∗∗′ , 1). Note that

φi({p̃τ}τ∈[0,∞), ψ
k,∗∗′ , 1) ≥ c†k. At time tk,∗∗∗

′
, each agent transfers the amount f †

′

k .

After time tk,∗∗∗
′
, the agents play according to strategy profile ψ∗∗

′
, behaving as if

the history at this transaction were ht({p̃τ}τ∈[0,∞), ψ
∗∗′) for t = t1({p̃τ}τ∈[0,∞), ψ

∗∗′)

and as if strategy profile ψ∗∗
′

had always been followed. The agents do not make any

transfers following a deviation from the path of play described above.

Return to the nineteenth paragraph in the proof of the lemma. Redefine the

strategy profile πk,∗∗∗ as πk,∗∗∗
′
. However, do not redefine πk,∗∗∗. Choose {c†n}kn=1 and

{f †n}k−1n=1 to be the same as before, but redefine f †k as f †
′

k . Given these redefinitions, let

{g̃τ}τ∈[0,∞) be any realization of the cost process such that {c({g̃τ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1

= {c†n}kn=1, {φi({g̃τ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {f †n}kn=1, and Yu† [hu†({g̃τ}τ∈[0,∞), π

k,∗∗∗),

πk,∗∗∗)] = c†k, where u† = tk({g̃τ}τ∈[0,∞), π
k,∗∗∗). Follow the instructions from the

twentieth paragraph of the proof.

Recall that φi({p̃τ}τ∈[0,∞), ψ
k,∗∗′ , 1) ≥ c†k in the twenty-third paragraph from the

proof of the lemma. Hence, it would be the case that q −
∑k

n=1 f
†
n < c†k after only

finitely many repetitions of the procedure in the nineteenth to twenty-fourth para-

graphs. In this case, the strategy profile ψ∗ described in the twentieth paragraph

could not be such that each agent makes a transaction at time zero with probabil-

ity one. It follows that the procedure in the nineteenth to twenty-fourth paragraphs

needs to be repeated only finitely many times in order to generate the strategy profile

ψ∗∗∗ described in the twentieth paragraph. In addition, this procedure can be ap-

plied to any sequence {c†n}kn=1 of costs incurred on the first k transactions for which
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{c({cτ}τ∈[0,∞), π
k,∗∗∗, n)}kn=1 = {c†n}kn=1 with positive probability. Given such a se-

quence {c†n}kn=1, let ψ∗∗∗,{c
†
n}kn=1 denote the strategy profile ψ∗∗∗ derived by applying

this procedure to {c†n}kn=1.

Now define the strategy profile π∗∗∗,k+1 as follows. The agents play according

to strategy profile π∗∗∗,k until k transactions have occurred. Let t∗∗∗,k denote the

time of the kth transaction if such a time exists, and proceed as follows in this case.

Let {c̃†n}kn=1 denote the sequence of costs incurred on the first k transactions. After

time t∗∗∗,k, the agents play according to strategy profile ψ∗∗∗,{c̃
†
n}kn=1 , behaving as if

the history at time t∗∗∗,k were h′0 and strategy profile ψ∗∗∗,{c
†
n}kn=1 had always been

followed. The agents do not make any transfers following a deviation from the path

of play described above. As explained in the eighteenth paragraph in the proof of

the lemma, it follows that there exists a symmetric SPE π
′′

in grim-trigger strategies

with V (h0, π
′′
) = V (h0, π) such that the nth transaction has a dual cutoff form when

playing π
′′

and such that π
′′

has probability one of the incentive constraint being

binding at the nth transaction, where n can be any positive integer.

In the sixteenth paragraph in the proof, note that the strategy profile π∗∗ is such

that π∗∗i (ht) ≥ gt for any history ht =
(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to an arbitrary

time t for which π∗∗i (ht) > 0. Similarly, the strategy profile ψ∗∗ in the twenty-first

paragraph satisfies ψ∗∗i (ht) ≥ gt for any history ht =
(
{gτ}τ∈[0,t], {(b1τ , b2τ )}τ∈[0,t)

)
up to

an arbitrary time t for which ψ∗∗i (ht) > 0. Given the procedure used to construct π
′′
, it

follows that
∑∞

n=k+1 φ
i({c̃τ}τ∈[0,∞), π

′′
, n) ≤ q−

∑k
n=1 c({c̃τ}τ∈[0,∞), π

′′
, n) for any cost

realization {c̃τ}τ∈[0,∞) and any positive integer k, where we define φi({c̃τ}τ∈[0,∞), π
′′
, n)

= 0 and c({c̃τ}τ∈[0,∞), π
′′
, n) = 0 if tn({c̃τ}τ∈[0,∞), π

′′
) =∞.

We finally explain how to construct a stationary symmetric SPE π
′ ∈ Π∗ in grim-

trigger strategies with V (h0, π
′
) ≥ V (h0, π) for which the cost incurred between any

two consecutive transactions is decreasing. Recall the strategy profile π
′′

constructed

above. To simplify the exposition, it is helpful to define the symmetric SPE π
′′′

in grim-trigger strategies as follows. With probability one, φit(h0, {cτ}τ∈(0,∞), π
′′′

) =

φit(h0, {cτ}τ∈(0,∞), π
′′
) for all t ≥ 0. Moreover, the strategy profile π

′′′
satisfies φit1(h0,

{c̃1τ}τ∈(0,∞), π
′′′

) = φit2(h0, {c̃
2
τ}τ∈(0,∞), π

′′′
) for any pair of cost realizations {c̃1τ}τ∈[0,∞)

and {c̃2τ}τ∈[0,∞) along with times t1 ≥ 0 and t2 ≥ 0 such that c̃1t1 = c̃2t2 and σ̂i,it1 ({c̃1τ}τ∈[0,∞),

π
′′′

) = σ̂i,it2 ({c̃2τ}τ∈[0,∞), π
′′′

) and such that c({c̃1τ}τ∈[0,∞), π
′′′
, k) = c({c̃2τ}τ∈[0,∞), π

′′′
, k)

and σi,i({c̃1τ}τ∈[0,∞), π
′′′
, k) = σi,i({c̃2τ}τ∈[0,∞), π

′′′
, k) for any integer k ≥ 0 satisfying

both tk({c̃1τ}τ∈[0,∞), π
′′′

) < t1 and tk({c̃2τ}τ∈[0,∞), π
′′′

) < t2.
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Consider any cost realization {c̃τ}τ∈[0,t] up to an arbitrary time t. Let R({c̃τ}τ∈[0,t])
denote the set consisting of every cost level c such that the following holds. Given that

{c̃τ}τ∈[0,t] is the realization of the cost process up to time t, there is positive conditional

probability that the cost realization {c̃τ}τ∈(t,∞) after time t is such that there exists

u > t with φiu(h0, {c̃τ}τ∈(0,∞), π
′′′

) > 0 and c̃u = c. The strategy profile π
′

is defined

as follows. If π
′′′

is such that there is zero probability of a transaction occurring,

then simply let π
′
= π

′′′
. In the case where π

′′′
is such that a transaction occurs with

positive probability, the strategy profile π
′

is constructed using the procedure below.

The first transaction when playing strategy profile π
′
is specified as follows. Let r1

denote the supremum of the set R(c0). If r1 ∈ R(c0), then let {c̃1τ}τ∈[0,∞) be any real-

ization of the cost process for which there exists a time t̃1 such that φit(h0, {c̃1τ}τ∈(0,∞),

π
′′′

) > 0 and c̃1t = r1 for t = t̃1 and such that every element of the set R({c̃1τ}τ∈[0,t̃1])
is less than r1. For the case where r1 ∈ R(c0), the strategy profile π

′
requires each

agent to make a transaction at the first time that the cost reaches r1, and each agent

should transfer the amount q − σi,i
t̃1

({c̃1τ}τ∈[0,∞), π
′′′

) on this transaction.

If r1 /∈ R(c0), then let g̃1 denote the unique cost level g for which there is positive

probability that the cost realization {c̃τ}τ∈[0,∞) is such that there exists a time t

satisfying φit(h0, {c̃τ}τ∈(0,∞), π
′′′

) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π
′′′

) = 0 for all

u ≤ t. Choose any cost level r̃1 ∈ [g̃1, r1) for which there exists a cost realization

{c̃1τ}τ∈[0,∞) along with a time t̃1 such that φit(h0, {c̃1τ}τ∈(0,∞), π
′′′

) > 0 and c̃1t = r̃1 for

t = t̃1 and such that every element of the set R({c̃1τ}τ∈[0,t̃1]) is less than r̃1. For the case

where r1 /∈ R(c0), the strategy profile π
′

requires each agent to make a transaction

at the first time that the cost reaches r̃1, and each agent should transfer the amount

q − σi,i
t̃1

({c̃1τ}τ∈[0,∞), π
′′′

) on this transaction.

In each case, such a choice of {c̃1τ}τ∈[0,∞) and t̃1 is possible because
∑∞

n=k+1 φ
i({c̃τ

}τ∈[0,∞), π
′′′
, n) ≤ q−

∑k
n=1 c({c̃τ}τ∈[0,∞), π

′′′
, n) for any cost realization {c̃τ}τ∈[0,∞) and

any positive integer k, where φi({c̃τ}τ∈[0,∞), π
′′′
, n) = 0 and c({c̃τ}τ∈[0,∞), π

′′′
, n) = 0 if

tn({c̃τ}τ∈[0,∞), π
′′′

) = ∞. Otherwise, if no such {c̃1τ}τ∈[0,∞) and t̃1 existed, then there

would exist k such that
∑∞

n=k+1 φ
i({c̃τ}τ∈[0,∞), π

′′′
, n) < 0 for some {c̃τ}τ∈[0,∞), which

is impossible.

The second transaction when playing strategy profile π
′

is specified as follows.

Let r2 denote the supremum of the set R({c̃1τ}τ∈[0,t̃1]). If r2 ∈ R({c̃1τ}τ∈[0,t̃1]), then

let {c̃2τ}τ∈[0,t̃2] be any realization of the cost process with {c̃2τ}τ∈[0,t̃1] = {c̃1τ}τ∈[0,t̃1] for

which there exists a time t̃2 > t̃1 such that φit(h0, {c̃2τ}τ∈(0,∞), π
′′′

) > 0 and c̃2t = r2 for
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t = t̃2 and such that every element of the set R({c̃2τ}τ∈[0,t̃2]) is less than r2. For the

case where r2 ∈ R({c̃1τ}τ∈[0,t̃1]), the strategy profile π
′

requires each agent to make a

transaction at the first time that the cost reaches r2, and each agent should transfer

the amount σi,i
t̃1

({c̃1τ}τ∈[0,∞), π
′′′

)− σi,i
t̃2

({c̃2τ}τ∈[0,∞), π
′′′

) on this transaction.

If r2 /∈ R({c̃1τ}τ∈[0,t̃1]), then let g̃2 denote the unique cost level g such that the

following holds. Given that the realization of the cost process {c̃τ}τ∈[0,t̃1) up to time

t̃1 is such that {c̃τ}τ∈[0,t̃1) = {c̃1τ}τ∈[0,t̃1), there is positive conditional probability that

the cost realization {c̃τ}τ∈(t̃1,∞) after time t̃1 is such that there exists a time t sat-

isfying φit(h0, {c̃τ}τ∈(0,∞), π
′′′

) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π
′′′

) = 0 for all

u ∈ (t̃1, t). Choose any cost level r̃2 ∈ [g̃2, r2) for which there exists a cost re-

alization {c̃2τ}τ∈[0,∞) along with a time t̃2 > t̃1 such that {c̃2τ}τ∈[0,t̃1] = {c̃1τ}τ∈[0,t̃1],
such that φit(h0, {c̃2τ}τ∈(0,∞), π

′′′
) > 0 and c̃2t = r̃2 for t = t̃2, and such that ev-

ery element of the set R({c̃2τ}τ∈[0,t̃2]) is less than r̃2. For the case where r2 /∈
R({c̃1τ}τ∈[0,t̃1]), the strategy profile π

′
requires each agent to make a transaction at

the first time that the cost reaches r̃2, and each agent should transfer the amount

σi,i
t̃1

({c̃1τ}τ∈[0,∞), π
′′′

) − σi,i
t̃2

({c̃2τ}τ∈[0,∞), π
′′′

) on this transaction. In each case, such a

choice of {c̃2τ}τ∈[0,∞) and t̃2 is possible because of the property described above.

Proceeding in this way, the kth transaction when playing strategy profile π
′

is

specified as follows. Let rk denote the supremum of the set R({c̃k−1τ }τ∈[0,t̃k−1]
). If

rk ∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), then let {c̃kτ}τ∈[0,t̃k] be any realization of the cost process

with {c̃kτ}τ∈[0,t̃k−1]
= {c̃k−1τ }τ∈[0,t̃k−1]

for which there exists a time t̃k > t̃k−1 such that

φit(h0, {c̃kτ}τ∈(0,∞), π
′′′

) > 0 and c̃kt = rk for t = t̃k and such that every element of

the set R({c̃kτ}τ∈[0,t̃k]) is less than rk. For the case where rk ∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), the

strategy profile π
′

requires each agent to make a transaction at the first time that the

cost reaches rk, and each agent should transfer the amount σi,i
t̃k−1

({c̃k−1τ }τ∈[0,∞), π
′′′

)−
σi,i
t̃k

({c̃kτ}τ∈[0,∞), π
′′′

) on this transaction.

If rk /∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), then let g̃k denote the unique cost level g such that the

following holds. Given that the realization of the cost process {c̃τ}τ∈[0,t̃k−1)
up to time

t̃k−1 is such that {c̃τ}τ∈[0,t̃k−1)
= {c̃k−1τ }τ∈[0,t̃k−1)

, there is positive conditional proba-

bility that the cost realization {c̃τ}τ∈(t̃k−1,∞) after time t̃k−1 is such that there exists

a time t satisfying φit(h0, {c̃τ}τ∈(0,∞), π
′′′

) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π
′′′

) = 0

for all u ∈ (t̃k−1, t). Choose any cost level r̃k ∈ [g̃k, rk) for which there exists a

cost realization {c̃kτ}τ∈[0,∞) along with a time t̃k > t̃k−1 such that {c̃kτ}τ∈[0,t̃k−1]
=

{c̃k−1τ }τ∈[0,t̃k−1]
, such that φit(h0, {c̃kτ}τ∈(0,∞), π

′′′
) > 0 and c̃kt = r̃k for t = t̃k, and
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such that every element of the set R({c̃kτ}τ∈[0,t̃k]) is less than r̃k. For the case where

rk /∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), the strategy profile π

′
requires each agent to make a trans-

action at the first time that the cost reaches r̃k, and each agent should transfer the

amount σi,i
t̃k−1

({c̃k−1τ }τ∈[0,∞), π
′′′

) − σi,i
t̃k

({c̃kτ}τ∈[0,∞), π
′′′

) on this transaction. In each

case, such a choice of {c̃kτ}τ∈[0,∞) and t̃k is possible because of the property described

above.

The agents do not make any transfers following a deviation from the path of play

described above. It is straightforward to confirm that π
′

is a stationary symmetric

SPE in grim-trigger strategies with V (h0, π
′
) ≥ V (h0, π) for which the cost incurred

between any two consecutive transactions is decreasing.

The next result shows that given a stationary symmetric SPE π for which there

is positive probability of the incentive constraint being slack at some transaction,

one can find a stationary symmetric SPE π
′

in which each agent receives a higher

expected payoff and there is probability one of the incentive constraint being binding

at every transaction.

Lemma 2. Given a stationary symmetric SPE π ∈ Π∗ in grim-trigger strategies for

which there is a positive probability of the incentive constraint being slack at some

transaction, there exists a stationary symmetric SPE π
′ ∈ Π∗ in grim-trigger strate-

gies with V (h0, π
′
) > V (h0, π) for which there is probability one of the incentive

constraint being binding at every transaction.

Proof. Consider any stationary symmetric SPE π ∈ Π∗ in grim-trigger strategies for

which there is a positive probability of the incentive constraint being slack at some

transaction. We first explain how to construct a symmetric SPE π̃ ∈ Π∗ in grim-

trigger strategies such that V (h0, π̃) > V (h0, π).

It is helpful to introduce some notation. Let t̂1 and t̂2 be any two nonnegative real

numbers such that t̂1 ≤ t̂2. Let π̂ ∈ Π∗ be a symmetric SPE in grim-trigger strategies.

Given a realization {c̃τ}τ∈[0,∞) of the cost process, let Σ[ht̂1({c̃τ}τ∈[0,∞), π̂); {c̃τ}τ∈[t̂1,t̂2];
t̂1, t̂2; π̂] be the sum of the transfers that an agent would make between times t̂1 and

t̂2 inclusive if ht̂1({c̃τ}τ∈[0,∞), π̂) is the history up to time t̂1, the cost path {c̃τ}τ∈[t̂1,t̂2]
is realized between times t̂1 and t̂2, and the strategy profile π̂ is played by the agents.

The following is how π̃ is defined in this case. The agents play according to strat-

egy profile π until the first time t for which the realization {c̃τ}τ∈[0,∞) of the cost

process is such that φit(h0, {c̃τ}τ∈(0,∞), π) > 0 and Y [ht({c̃τ}τ∈[0,∞), π), π] > c̃t. If no
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such time t exists, then the agents simply follow strategy profile π. Otherwise, let

t̃1 denote the first time t that this condition holds. At time t̃1, each agent transfers

the amount φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π) + ζ[ht({c̃τ}τ∈[0,∞), π)], where ζ[ht({c̃τ}τ∈[0,∞), π)]

is a positive real number no greater than σi,i
t̃1

({c̃τ}τ∈[0,∞), π) that can depend on

ht({c̃τ}τ∈[0,∞), π). After time t̃1, the agents do not make any transfers at any time

t > t̃1 such that the realization of the cost process {c̃τ}τ∈[t̃1,t] between times t̃1

and t satisfies φit(h0, {c̃τ}τ∈(0,∞), π) = 0 or Σ[ht̃1({c̃τ}τ∈[0,∞), π); {c̃τ}τ∈[t̃1,t]; t̃1, t; π] −
φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π)− ζ[ht({c̃τ}τ∈[0,∞), π)] < c̃t.

Let t̃2 denote the first time t such that φit(h0, {c̃τ}τ∈(0,∞), π) > 0 and Σ[ht̃1({c̃τ}τ∈[0,∞),

π); {c̃τ}τ∈[t̃1,t]; t̃1, t; π] − φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π) − ζ[ht̃1({c̃τ}τ∈[0,∞), π)] ≥ c̃t. If such

a time t does not exist, then the agents do not make any further transactions.

Otherwise, proceed as follows. At time t̃2, each agent transfers an amount equal

to the lesser of φi
t̃2

(h0, {c̃τ}τ∈(0,∞), π) and Σ[ht̃1({c̃τ}τ∈[0,∞), π); {c̃τ}τ∈[t̃1,t̃2]; t̃1, t̃2; π] −
φi
t̃1

(h0, {c̃τ}τ∈(0,∞), π)−ζ[ht̃1({c̃τ}τ∈[0,∞), π)]. Thereafter, the agents play according to

strategy profile π, behaving as if the history up to time t̃1 were ht̃1({c̃τ}τ∈[0,∞), π), the

realization of the cost process between times t̃1 and t̃2 were {c̃τ}τ∈[t̃1,t̃2], and strategy

profile π were followed up to and including time t̃2. The agents do not make any

transfers following a deviation from the path of play specified above.

If each ζ[ht̃1({c̃τ}τ∈[0,∞), π)] > 0 is chosen to be sufficiently small, then π̃ is a sym-

metric SPE in grim-trigger strategies such that V (h0, π̃) > V (h0, π). Such a choice

of ζ[ht̃1({c̃τ}τ∈[0,∞), π)] is possible because V [ht̃1({c̃τ}τ∈[0,∞), π), π̃] is increasing in

ζ[ht̃1({c̃τ}τ∈[0,∞), π)], and Y [ht̃1({c̃τ}τ∈[0,∞), π), π̃] approaches Y [ht̃1({c̃τ}τ∈[0,∞), π), π]

as ζ[ht̃1({c̃τ}τ∈[0,∞), π)] goes to 0.

Having constructed a symmetric SPE π̃ in grim-trigger strategies such that V (h0, π̃)

> V (h0, π), lemma 1 shows that there exists a stationary symmetric SPE ˜̃π in grim-

trigger strategies with V (h0, ˜̃π) ≥ V (h0, π̃) for which the cost incurred between any

two consecutive transactions is decreasing. To simplify the exposition, it is helpful to

define the stationary symmetric SPE π∗ in grim-trigger strategies as follows. With

probability one, φit(h0, {cτ}τ∈(0,∞), π
∗) = φit(h0, {cτ}τ∈(0,∞), ˜̃π) for all t ≥ 0. Moreover,

the strategy profile π∗ satisfies φit1(h0, {c̃
1
τ}τ∈(0,∞), π

∗) = φit2(h0, {c̃
2
τ}τ∈(0,∞), π

∗) for

any pair of cost realizations {c̃1τ}τ∈[0,∞) and {c̃2τ}τ∈[0,∞) along with times t1 ≥ 0 and

t2 ≥ 0 such that c̃1t1 = c̃2t2 and σ̂i,it1 ({c̃1τ}τ∈[0,∞), π
∗) = σ̂i,it2 ({c̃2τ}τ∈[0,∞), π

∗). We next

explain how to construct a stationary symmetric SPE π
′ ∈ Π∗ in grim-trigger strate-

gies with V (h0, π
′
) = V (h0, π

∗) for which there is probability one of the incentive
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constraint being binding on every transaction and the cost incurred between any two

consecutive transactions is decreasing.

It is helpful to introduce some terminology. Given a symmetric SPE π̂ ∈ Π∗ as

well as any positive integer k, let p̂ be the probability that tk−1({cτ}τ∈[0,∞), π̂) < ∞
and there exists a time t with tk−1({cτ}τ∈[0,∞), π̂) < t < tk+1({cτ}τ∈[0,∞), π̂) for which

φit(h0, {cτ}τ∈(0,∞), π̂) > 0 and Y [ht({cτ}τ∈[0,∞), π̂), π̂] > ct. If p̂ > 0, then π̂ is said to

have a positive probability of the incentive constraint being slack at transaction k. If

p̂ = 0, then π̂ is said to have probability one of the incentive constraint being binding

at transaction k.

Let the symmetric strategy profile π∗∗ be defined as follows. If π∗ is such that there

is probability one of the incentive constraint being binding at the first transaction,

then simply define π∗∗ = π∗. If π∗ has a positive probability of the incentive constraint

being slack at the first transaction, then the strategy profile π∗∗ is constructed as

follows. The agents play according to strategy profile π∗ until the first time t for which

the realization {c̃τ}τ∈[0,∞) of the cost process is such that φit(h0, {c̃τ}τ∈(0,∞), π
∗) > 0

and Y [ht({c̃τ}τ∈[0,∞), π
∗), π∗] > c̃t. If no such time t exists, then the agents simply

follow strategy profile π∗. Otherwise, let t∗1 denote the first time t that this condition

holds. At time t∗1, each agent transfers the amount φit∗1(h0, {c̃τ}τ∈(0,∞), π
∗) + ζ, where

ζ is a positive real number no greater than si,i0 −φit∗1(h0, {c̃τ}τ∈(0,∞), π
∗). After time t∗1,

the agents do not make any transfers at any time t > t∗1 such that the realization of

the cost process {c̃τ}τ∈[t∗1,t] between times t∗1 and t satisfies φit(h0, {c̃τ}τ∈(0,∞), π
∗) = 0

or Σ[ht∗1({c̃τ}τ∈[0,∞), π
∗); {c̃τ}τ∈[t∗1,t]; t

∗
1, t; π

∗]− φit∗1(h0, {c̃τ}τ∈(0,∞), π
∗)− ζ < c̃t.

Let t∗2 denote the first time t such that φit(h0, {c̃τ}τ∈(0,∞), π
∗) > 0 and Σ[ht∗1({c̃τ}τ∈[0,∞),

π∗); {c̃τ}τ∈[t∗1,t]; t
∗
1, t; π

∗] − φit∗1(h0, {c̃τ}τ∈(0,∞), π
∗) − ζ ≥ c̃t. If such a time t does

not exist, then the agents do not make any further transactions. Otherwise, pro-

ceed as follows. At time t∗2, each agent transfers an amount equal to the lesser of

φit∗2(h0, {c̃τ}τ∈(0,∞), π
∗) and Σ[ht∗1({c̃τ}τ∈[0,∞), π

∗); {c̃τ}τ∈[t∗1,t∗2]; t
∗
1, t
∗
2; π

∗]− φit∗1(h0, {c̃τ
}τ∈(0,∞), π

∗) − ζ. Thereafter, the agents play according to strategy profile π∗, be-

having as if the history up to time t∗1 were ht∗1({c̃τ}τ∈[0,∞), π
∗), the realization of the

cost process between times t∗1 and t∗2 were {c̃τ}τ∈[t∗1,t∗2], and strategy profile π∗ were

followed up to and including time t∗2. The agents do not make any transfers following

a deviation from the path of play specified above.

If each ζ is chosen appropriately, then π∗∗ is a symmetric SPE in grim-trigger

strategies with V (h0, π
∗∗) > V (h0, π

∗), and π∗∗ has probability one of the incentive
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constraint being binding at the first transaction. Such a choice of ζ is possible because

V [ht∗1({c̃τ}τ∈[0,∞), π
∗), π∗∗] is increasing in ζ, Y [ht∗1({c̃τ}τ∈[0,∞), π

∗), π∗∗] approaches

Y [ht∗1({c̃τ}τ∈[0,∞), π
∗), π∗] as ζ goes to 0, Y [ht∗1({c̃τ}τ∈[0,∞), π

∗), π∗∗] equals 0 for ζ =

si,i0 − φit∗1(h0, {c̃τ}τ∈(0,∞), π
∗), and Y [ht∗1({c̃τ}τ∈[0,∞), π

∗), π∗∗] is a continuous function

of ζ.

We now observe that it is possible to construct a stationary symmetric SPE π∗∗∗

in grim-trigger strategies with V (h0, π
∗∗∗) = V (h0, π

∗) such that π∗∗∗ has probability

one of the incentive constraint being binding at the first transaction and the cost

incurred between any two consecutive transactions is decreasing. If there is zero

probability of a transaction occurring when playing π∗∗, then simply let π∗∗∗ = π∗∗.

If there is a positive probability of a transaction occurring when playing π∗∗, then a

symmetric SPE π∗∗∗ satisfying the prescribed conditions can be constructed from π∗∗

by appropriately lowering or leaving unchanged the amount of each good transferred

at the first transaction.

Let π1,∗∗∗ = π∗∗∗. Choose any positive integer k. Assume that there exists a sta-

tionary symmetric SPE πk,∗∗∗ in grim-trigger strategies with V (h0, π
k,∗∗∗) = V (h0, π

∗)

such that the cost incurred between any two consecutive transactions is decreasing and

such that πk,∗∗∗ has probability one of the incentive constraint being binding at the

nth transaction, where n can be any positive integer no greater than k. Note that this

property holds for k = 1. It will be shown below that there exists a stationary symmet-

ric SPE πk+1,∗∗∗ in grim-trigger strategies with V (h0, π
k+1,∗∗∗) = V (h0, π

∗) such that

the cost incurred between any two consecutive transactions is decreasing and such that

πk+1,∗∗∗ has probability one of the incentive constraint being binding at the nth trans-

action, where n can be any positive integer no greater than k+ 1. Moreover, πk+1,∗∗∗

can be constructed such that φit(h0, {cτ}τ∈(0,∞), π
k+1,∗∗∗) = φit(h0, {cτ}τ∈(0,∞), π

k,∗∗∗)

for all t ≤ tk({cτ}τ∈[0,∞), π
k,∗∗∗). It will then follow that there exists a stationary

symmetric SPE π
′

in grim-trigger strategies with V (h0, π
′
) > V (h0, π) such that the

cost incurred between any two consecutive transactions is decreasing and such that π
′

has probability one of the incentive constraint being binding at the nth transaction,

where n can be any positive integer.

Given the strategy profile πk,∗∗∗ described in the preceding paragraph, a strategy

profile πk+1,∗∗∗ with the aforementioned properties can be constructed by applying

the procedure above to each subgame on the equilibrium path immediately following

the first transaction when playing πk,∗∗∗. In particular, the strategy profile πk+1,∗∗∗
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is derived as follows. Either tk({cτ}τ∈[0,∞), π
k,∗∗∗) = ∞ with probability one, or

tk({cτ}τ∈[0,∞), π
k,∗∗∗) < ∞ with positive probability. If tk({cτ}τ∈[0,∞), π

k,∗∗∗) = ∞
with probability one, then simply let πk+1,∗∗∗ = πk,∗∗∗. Otherwise, proceed as below.

Let {g̃τ}τ∈[0,∞) be any realization of the cost process for which there exists a time

t̃ <∞ such that tk({g̃τ}τ∈[0,∞), π
k,∗∗∗) = t̃.

Consider a modified game in which the initial value of the cost process is g̃t̃ instead

of c0 and the original amount of each good is σi,i
t̃

({g̃τ}τ∈[0,∞), π
k,∗∗∗) instead of q. Let

h′0 denote the null history in this modified game. Define the symmetric SPE ψ∗ in

grim-trigger strategies as follows. At time 0, the agents do not make any transactions.

After time 0, the agents play according to strategy profile πk,∗∗∗ ∈ Π∗, behaving as if

the history at time 0 were ht̃({g̃τ}τ∈[0,∞), π
k,∗∗∗). The agents do not make any transfers

following a deviation from the path of play described above. A procedure similar

to that described above can be used to construct a stationary symmetric strategy

profile ψ∗∗∗ in grim-trigger strategies with V (h′0, ψ
∗∗∗) = V (h′0, ψ

∗) such that ψ∗∗∗ has

probability one of the incentive constraint being binding at the first transaction and

the cost incurred between any two consecutive transactions is decreasing.

Now define the strategy profile π∗∗∗,k+1 as follows. The agents play according to

strategy profile π∗∗∗,k until k transactions have occurred. Let t∗∗∗,k denote the time of

the kth transaction if such a time exists, and proceed as follows in this case. After time

t∗∗∗,k, the agents play according to strategy profile ψ∗∗∗, behaving as if the history at

time t∗∗∗,k were h′0 and strategy profile ψ∗∗∗ had always been followed. The agents do

not make any transfers following a deviation from the path of play described above.

As previously explained, it follows that there exists a stationary symmetric SPE π
′

in

grim-trigger strategies with V (h0, π
′
) = V (h0, π

∗) such that the cost incurred between

any two consecutive transactions is decreasing and such that π
′

has probability one

of the incentive constraint being binding at the nth transaction, where n can be any

positive integer.

The next result shows that given a stationary symmetric SPE π for which there

is probability one of the incentive constraint being binding at every transaction and

there is a positive probability of the cost incurred being nondecreasing between some

two consecutive transactions, one can find a stationary symmetric SPE π
′

in which

each agent receives a higher expected payoff, there is probability one of the incentive

constraint being binding at every transaction, and there is probability one of the cost

incurred being decreasing between any two consecutive transactions.
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Lemma 3. Given a stationary symmetric SPE π ∈ Π∗ in grim-trigger strategies

for which there is probability one of the incentive constraint being binding at every

transaction and there is a positive probability of the cost incurred being nondecreasing

between some two consecutive transactions, there exists a stationary symmetric SPE

π
′ ∈ Π∗ in grim-trigger strategies with V (h0, π

′
) > V (h0, π) for which there is prob-

ability one of the incentive constraint being binding at every transaction and there

is probability one of the cost incurred being decreasing between any two consecutive

transactions.

Proof. Let π ∈ Π∗ be any stationary symmetric SPE in grim-trigger strategies for

which there is probability one of the incentive constraint being binding at every

transaction and there is a positive probability of the cost incurred being nondecreasing

between some two consecutive transactions. We start by explaining how to construct

a stationary symmetric SPE π∗ ∈ Π∗ in grim-trigger strategies with V (h0, π
∗) >

V (h0, π) for which the cost incurred between any two consecutive transactions is

decreasing.

Suppose first that there is positive probability that the cost realization {c̃t}t∈[0,∞)

is such that there exists a time t for which 0 < φit(h0, {c̃τ}τ∈(0,∞), π) < c̃t. In this

case, define the symmetric SPE π0 in grim-trigger strategies as follows. For any

history ku =
(
{gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)

)
up to an arbitrary time u, let π0

i (ku) = πi(ku)

if πi(ku) ≥ gu, and let π0
i (ku) = 0 if πi(ku) < gu, where i ∈ {1, 2}. Note that

V (h0, π
0) > V (h0, π). In addition, lemma 1 implies that there exists a stationary

symmetric SPE π∗ in grim-trigger strategies with V (h0, π
∗) ≥ V (h0, π

0) for which the

cost incurred between any two consecutive transactions is decreasing.

Suppose next that there is zero probability that the cost realization {c̃t}t∈[0,∞) is

such that there exists a time t for which 0 < φit(h0, {c̃τ}τ∈(0,∞), π) < c̃t. To simplify

the exposition, it is helpful to define the stationary symmetric SPE π̃ in grim-trigger

strategies as follows. With probability one, φit(h0, {cτ}τ∈(0,∞), π̃) = φit(h0, {cτ}τ∈(0,∞), π)

for all t ≥ 0. Moreover, the strategy profile π̃ satisfies φit1(h0, {c̃
1
τ}τ∈(0,∞), π̃) =

φit2(h0, {c̃
2
τ}τ∈(0,∞), π̃) for any pair of cost realizations {c̃1τ}τ∈[0,∞) and {c̃2τ}τ∈[0,∞) along

with times t1 ≥ 0 and t2 ≥ 0 such that c̃1t1 = c̃2t2 and σ̂i,it1 ({c̃1τ}τ∈[0,∞), π̃) = σ̂i,it2 ({c̃2τ}τ∈[0,∞),

π̃). Note that π̃ satisfies the condition
∑∞

n=k+1 φ
i({c̃τ}τ∈[0,∞), π̃, n) ≤ q −

∑k
n=1 c({c̃τ

}τ∈[0,∞), π̃, n) for any cost realization {c̃τ}τ∈[0,∞) and any positive integer k, where we

define φi({c̃τ}τ∈[0,∞), π̃, n) = 0 and c({c̃τ}τ∈[0,∞), π̃, n) = 0 if tn({c̃τ}τ∈[0,∞), π̃) = ∞.

In this case, the strategy profile π∗ is constructed using the procedure below.
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Consider any cost realization {c̃τ}τ∈[0,t] up to an arbitrary time t. Let R({c̃τ}τ∈[0,t])
denote the set consisting of every cost level c such that the following holds. Given

that {c̃τ}τ∈[0,t] is the realization of the cost process up to time t, there is positive

conditional probability that the cost realization {c̃τ}τ∈(t,∞) after time t is such that

there exists u > t with φiu(h0, {c̃τ}τ∈(0,∞), π̃) > 0 and c̃u = c.

The first transaction when playing strategy profile π∗ is specified as follows.

Let r1 denote the supremum of the set R(c0). If r1 ∈ R(c0), then let {c̃1τ}τ∈[0,∞)

be any realization of the cost process for which there exists a time t̃1 such that

φit(h0, {c̃1τ}τ∈(0,∞), π̃) > 0 and c̃1t = r1 for t = t̃1 and such that every element of the set

R({c̃1τ}τ∈[0,t̃1]) is less than r1. For the case where r1 ∈ R(c0), the strategy profile π∗

requires each agent to make a transaction at the first time that the cost reaches r1,

and each agent should transfer the amount q−σi,i
t̃1

({c̃1τ}τ∈[0,∞), π̃) on this transaction.

If r1 /∈ R(c0), then let g̃1 denote the unique cost level g for which there is positive

probability that the cost realization {c̃τ}τ∈[0,∞) is such that there exists a time t

satisfying φit(h0, {c̃τ}τ∈(0,∞), π̃) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π̃) = 0 for all

u ≤ t. Choose any cost level r̃1 ∈ [g̃1, r1) for which there exists a cost realization

{c̃1τ}τ∈[0,∞) along with a time t̃1 such that φit(h0, {c̃1τ}τ∈(0,∞), π̃) > 0 and c̃1t = r̃1 for

t = t̃1 and such that every element of the set R({c̃1τ}τ∈[0,t̃1]) is less than r̃1. For the case

where r1 /∈ R(c0), the strategy profile π∗ requires each agent to make a transaction

at the first time that the cost reaches r̃1, and each agent should transfer the amount

q − σi,i
t̃1

({c̃1τ}τ∈[0,∞), π̃) on this transaction.

In each case, such a choice of {c̃1τ}τ∈[0,∞) and t̃1 is possible because
∑∞

n=k+1 φ
i({c̃τ

}τ∈[0,∞), π̃, n) ≤ q −
∑k

n=1 c({c̃τ}τ∈[0,∞), π̃, n) for any cost realization {c̃τ}τ∈[0,∞) and

any positive integer k, where φi({c̃τ}τ∈[0,∞), π̃, n) = 0 and c({c̃τ}τ∈[0,∞), π̃, n) = 0 if

tn({c̃τ}τ∈[0,∞), π̃) = ∞. Otherwise, if no such {c̃1τ}τ∈[0,∞) and t̃1 existed, then there

would exist k such that
∑∞

n=k+1 φ
i({c̃τ}τ∈[0,∞), π̃, n) < 0 for some {c̃τ}τ∈[0,∞), which

is impossible.

The second transaction when playing strategy profile π∗ is specified as follows.

Let r2 denote the supremum of the set R({c̃1τ}τ∈[0,t̃1]). If r2 ∈ R({c̃1τ}τ∈[0,t̃1]), then

let {c̃2τ}τ∈[0,t̃2] be any realization of the cost process with {c̃2τ}τ∈[0,t̃1] = {c̃1τ}τ∈[0,t̃1] for

which there exists a time t̃2 > t̃1 such that φit(h0, {c̃2τ}τ∈(0,∞), π̃) > 0 and c̃2t = r2 for

t = t̃2 and such that every element of the set R({c̃2τ}τ∈[0,t̃2]) is less than r2. For the

case where r2 ∈ R({c̃1τ}τ∈[0,t̃1]), the strategy profile π∗ requires each agent to make a

transaction at the first time that the cost reaches r2, and each agent should transfer

63



the amount σi,i
t̃1

({c̃1τ}τ∈[0,∞), π̃)− σi,i
t̃2

({c̃2τ}τ∈[0,∞), π̃) on this transaction.

If r2 /∈ R({c̃1τ}τ∈[0,t̃1]), then let g̃2 denote the unique cost level g such that the fol-

lowing holds. Given that the realization of the cost process {c̃τ}τ∈[0,t̃1) up to time

t̃1 is such that {c̃τ}τ∈[0,t̃1) = {c̃1τ}τ∈[0,t̃1), there is positive conditional probability

that the cost realization {c̃τ}τ∈(t̃1,∞) after time t̃1 is such that there exists a time

t satisfying φit(h0, {c̃τ}τ∈(0,∞), π̃) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π̃) = 0 for all

u ∈ (t̃1, t). Choose any cost level r̃2 ∈ [g̃2, r2) for which there exists a cost realiza-

tion {c̃2τ}τ∈[0,∞) along with a time t̃2 > t̃1 such that {c̃2τ}τ∈[0,t̃1] = {c̃1τ}τ∈[0,t̃1], such that

φit(h0, {c̃2τ}τ∈(0,∞), π̃) > 0 and c̃2t = r̃2 for t = t̃2, and such that every element of the set

R({c̃2τ}τ∈[0,t̃2]) is less than r̃2. For the case where r2 /∈ R({c̃1τ}τ∈[0,t̃1]), the strategy pro-

file π∗ requires each agent to make a transaction at the first time that the cost reaches

r̃2, and each agent should transfer the amount σi,i
t̃1

({c̃1τ}τ∈[0,∞), π̃)−σi,i
t̃2

({c̃2τ}τ∈[0,∞), π̃)

on this transaction. In each case, such a choice of {c̃2τ}τ∈[0,∞) and t̃2 is possible because

of the property described above.

Proceeding in this way, the kth transaction when playing strategy profile π∗ is

specified as follows. Let rk denote the supremum of the set R({c̃k−1τ }τ∈[0,t̃k−1]
). If

rk ∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), then let {c̃kτ}τ∈[0,t̃k] be any realization of the cost process

with {c̃kτ}τ∈[0,t̃k−1]
= {c̃k−1τ }τ∈[0,t̃k−1]

for which there exists a time t̃k > t̃k−1 such that

φit(h0, {c̃kτ}τ∈(0,∞), π̃) > 0 and c̃kt = rk for t = t̃k and such that every element of the

set R({c̃kτ}τ∈[0,t̃k]) is less than rk. For the case where rk ∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), the

strategy profile π
′

requires each agent to make a transaction at the first time that the

cost reaches rk, and each agent should transfer the amount σi,i
t̃k−1

({c̃k−1τ }τ∈[0,∞), π̃) −
σi,i
t̃k

({c̃kτ}τ∈[0,∞), π̃) on this transaction.

If rk /∈ R({c̃k−1τ }τ∈[0,t̃k−1]
), then let g̃k denote the unique cost level g such that

the following holds. Given that the realization of the cost process {c̃τ}τ∈[0,t̃k−1)
up

to time t̃k−1 is such that {c̃τ}τ∈[0,t̃k−1)
= {c̃k−1τ }τ∈[0,t̃k−1)

, there is positive conditional

probability that the cost realization {c̃τ}τ∈(t̃k−1,∞) after time t̃k−1 is such that there

exists a time t satisfying φit(h0, {c̃τ}τ∈(0,∞), π̃) > 0, c̃t = g, and φiu(h0, {c̃τ}τ∈(0,∞), π̃) =

0 for all u ∈ (t̃k−1, t). Choose any cost level r̃k ∈ [g̃k, rk) for which there exists

a cost realization {c̃kτ}τ∈[0,∞) along with a time t̃k > t̃k−1 such that {c̃kτ}τ∈[0,t̃k−1]
=

{c̃k−1τ }τ∈[0,t̃k−1]
, such that φit(h0, {c̃kτ}τ∈(0,∞), π̃) > 0 and c̃kt = r̃k for t = t̃k, and such

that every element of the set R({c̃kτ}τ∈[0,t̃k]) is less than r̃k. For the case where rk /∈
R({c̃k−1τ }τ∈[0,t̃k−1]

), the strategy profile π∗ requires each agent to make a transaction

at the first time that the cost reaches r̃k, and each agent should transfer the amount
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σi,i
t̃k−1

({c̃k−1τ }τ∈[0,∞), π̃) − σi,i
t̃k

({c̃kτ}τ∈[0,∞), π̃) on this transaction. In each case, such a

choice of {c̃kτ}τ∈[0,∞) and t̃k is possible because of the property described above.

The agents do not make any transfers following a deviation from the path of

play described above. Note that π∗ is a stationary symmetric SPE in grim-trigger

strategies with V (h0, π
∗) > V (h0, π̃) for which the cost incurred between any two

consecutive transactions is decreasing.

To understand why V (h0, π
∗) > V (h0, π̃), consider the following argument. Be-

cause there is a positive probability when playing π̃ that the cost incurred is nonde-

creasing between some two consecutive transactions, there exists a positive integer

m for which one can find a positive integer n greater than m such that there is a

positive probability of the cost incurred at the nth transaction being at least as large

as the cost incurred at the mth transaction. Let m∗ denote the least such integer m.

If m∗ = 1, then the first transaction occurs at least as early when playing π∗ as when

playing π̃, and the amount transferred at the first transaction is larger when playing

π∗ than when playing π̃. Noting that the incentive constraint at the first transaction

is binding when playing π̃, it follows that V (h0, π
∗) > V (h0, π̃) if m∗ = 1.

If m∗ > 1, then both π̃ and π∗ induce the same path of play up to the (m∗ −
1)th transaction. That is, tm−1({c̃τ}τ∈[0,∞), π̃) = tm−1({c̃τ}τ∈[0,∞), π

∗) for any cost

realization {c̃τ}τ∈[0,∞), and φit(h0, {c̃τ}τ∈(0,∞), π̃) = φit(h0, {c̃τ}τ∈(0,∞), π
∗) for any cost

realization {c̃τ}τ∈[0,∞) along with any time t such that t ≤ tm−1({c̃τ}τ∈[0,∞), π̃) =

tm−1({c̃τ}τ∈[0,∞), π
∗). Moreover, the m∗th transaction occurs at least as early when

playing π∗ as when playing π̃, and the amount transferred at the m∗th transaction is

larger when playing π∗ than when playing π̃. Noting that the incentive constraint at

the m∗th transaction is binding when playing π̃, it follows that V (h0, π
∗) > V (h0, π̃)

if m∗ > 1.

Finally, there may be a positive probability of the incentive constraint being slack

at some transaction when playing π∗. However, the procedure described in the last

nine paragraphs from the proof of lemma 2 can be applied to π∗ to generate a station-

ary symmetric SPE π
′

in grim-trigger strategies with V (h0, π
′
) = V (h0, π

∗) for which

there is probability one of the incentive constraint being binding at every transaction

and there is probability one of the cost incurred being decreasing between any two

transactions.
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A.6 Proof of Corollaries to Theorem 3

A.6.1 Proof of Corollary 1

Proof. Suppose that the sequence {f̃k(π)}∞k=1 does not converge to zero. Then there

exists n such that
∑n

k=1 f̃k(π) > q. However, this violates the requirement for the

strategies in π to be feasible. It follows that limk→∞ f̃k(π) = 0.

Now suppose that limk→∞ f̃k(π) = 0 but that the sequence {c̃k(π)}∞k=1 does not

converge to zero. For any ε > 0, there exists n such that
∑∞

k=m f̃k(π) < ε for all

m ≥ n. Moreover, there exists η > 0 such that for any n, one can find m ≥ n for

which c̃m(π) > η. Hence, there exists l such that
∑∞

k=l f̃k(π) < c̃l(π).

It follows that, with positive probability, the cost c̃l(π) is reached for the first time,

and the expected payoff to each agent is negative at that time. However, an agent

can secure an expected payoff of at least zero by transferring nothing at such a time.

This contradicts the fact that π is an SPE. It follows that limk→∞ c̃k(π) = 0.

A.6.2 Proof of Corollary 2

Proof. Suppose that
∑∞

k=1 f̃k(π) < q. Then there exists a symmetric SPE π
′ ∈ Π

′

such that f̃k(π
′
) = f̃k(π) for k ≥ 2, c̃k(π

′
) = c̃k(π) for k ≥ 1, and f̃1(π

′
) = f̃1(π) +

[q −
∑∞

k=1 f̃k(π)]. Note that V (h0, π
′
) > V (h0, π). This contradicts the fact that π is

a maximal symmetric SPE. It follows that
∑∞

k=1 f̃k(π) = q.

A.7 Proof of Theorem 4

We first restrict attention to stationary maximal symmetric SPE in grim-trigger

strategies. In particular, we show that there exists a strategy profile π∗ ∈ Π
′

such

that V (h0, π
∗) > V (h0, π) for every π ∈ Π

′
that does not almost surely induce the

same path of play as π∗. Moreover, we characterize the path of play induced by π∗.

We then show that there does not exist a non-stationary maximal symmetric SPE in

grim-trigger strategies.

Choose any strategy profile π ∈ Π
′

for which there is positive probability of

a transaction occurring. Let π
′ ∈ Π

′
denote the strategy profile in which the kth

transaction is made when the cost reaches c̃k(π) for the first time and the amount

f̃k(π) is transferred by each agent at this transaction. Note that π almost surely

induces the same path of play as π′.
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Consider the expected payoff to each agent when both agents play strategy profile

π
′
. Assume that each agent has previously made n ≥ 0 transactions and that the

current value of the cost is c ≥ c̃n+1(π). Let Mn(c, π) be the expected payoff to each

agent if both agents play strategy profile π
′
from the current time onwards. The value

Mn(c, π) is defined as follows. Let {gt, (b1t , b2t )}t∈[0,∞) be any history that is consistent

with π′1 and π′2 at each t ∈ [0,∞) and such that there exists u ≥ 0 for which gu = c

and the set {t ∈ [0, u) : b1t > 0 and b2t > 0} contains exactly n elements. Then

Mn(c, π) = V [({gt}t∈[0,u], {(b1t , b2t )}t∈[0,u)), π′].
The sequence {c̃k(π), f̃k(π)}∞k=1 characterizing π must have the following proper-

ties. Because there is probability one of the cost incurred being decreasing between

any two consecutive transactions, it must be that c̃k+1(π) < c̃k(π) for all k ≥ 1. In

order for π to be feasible for the agents to play, it must be that
∑∞

k=1 f̃k(π) ≤ q.

Because there is probability one of the incentive constraint being binding at every

transaction, it must be that c̃k(π) = Mk[c̃k(π), π] for all k ≥ 1.

It follows that Mn(c, π) is simply the value of an asset that pays f̃n+1(π) at the first

time that the cost reaches c̃n+1(π) when the current value of the cost is c ≥ c̃n+1(π).

Calculating Mn(c, π) is a basic asset pricing problem.43 The Bellman equation for

this problem is:

ρMn(c, π)dt = E(dMn), (3)

with the boundary condition:

Mn[c̃n+1(π), π] = f̃n+1(π). (4)

The result below describes the solution to this asset pricing problem under the as-

sumption that the cost process follows a geometric Brownian motion.

Lemma 4. The unique solution to the Bellman equation (3) with the boundary con-

dition (4) is:

Mn(c, π) = f̃n+1(π)

(
c

c̃n+1(π)

)β
,

where

β = 1
2
− µ/σ2 −

√
(µ/σ2 − 1

2
)2 + 2ρ/σ2.

Proof. A straightforward application of Ito’s lemma to the right-hand side of equation

43McDonald and Siegel (1986) perform a similar calculation under the assumption of geometric
Brownian motion when solving for the optimal timing of a single irreversible investment.
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(3) yields:

ρMn(c, π) = µc
∂Mn(c, π)

∂c
+

1

2
σ2c2

∂2Mn(c, π)

∂c2
,

which provides a second-order linear differential equation for Mn(c, π). The boundary

condition isMn[c̃n+1(π), π] = f̃n+1(π). We seek a solution of the form g[c, c̃n+1(π), f̃n+1

(π)] = B[c̃n+1(π), f̃n+1(π)]cβ̃. The following quadratic equation is obtained by substi-

tuting the functional form into the differential equation:

1
2
σ2β̃(β̃ − 1) + µβ̃ − ρ = 0,

whose solution is given by:

β̃ = 1
2
− µ/σ2 ±

√
(µ/σ2 − 1

2
)2 + 2ρ/σ2.

Letting β̃+ and β̃− respectively denote the positive and negative roots of the quadratic,

the general solution to the differential equation isMn(c, π) = B+[c̃n+1(π), f̃n+1(π)]cβ̃
+

+

B−[c̃n+1(π), f̃n+1(π)]cβ̃
−

. It must be the case that B+[c̃n+1(π), f̃n+1(π)] = 0, be-

cause Mn(c, π) would otherwise become unboundedly large in absolute value as c

goes to ∞. Moreover, the boundary condition Mn[c̃n+1(π), π] = f̃n+1(π) yields

B−[c̃n+1(π), f̃n+1(π)] = f̃n+1(π)/c̃n+1(π)β̃
−

. Hence, the solution to the Bellman equa-

tion (3) is:

Mn(c, π) = f̃n+1(π)

(
c

c̃n+1(π)

)β̃−
.

Denoting β = β̃− gives the expression in the statement of the lemma. Uniqueness

obtains because the solution to a second-order linear differential equation is unique

in general.

We search for a strategy profile π̂ ∈ Π
′

such that V (h0, π̂) ≥ V (h0, π̃) for every

π̃ ∈ Π
′
. The strategy profile π satisfies this condition if and only if the trading policy

{c̃k(π), f̃k(π)}∞k=1 solves the optimization problem:

max
{c̃k(π),f̃k(π)}∞k=1

f̃1(π)

(
c0

c̃1(π)

)β
, subject to

∞∑
k=1

f̃k(π) ≤ q

and c̃n(π) = f̃n+1(π)

(
c̃n(π)

c̃n+1(π)

)β
for all n ≥ 1,

(5)
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where c̃k(π) ∈ (0, c0) and f̃k(π) ∈ (0, q) for all k, and c̃k(π) is decreasing in k.

Our approach for solving the optimization problem above is as follows. We impose

the additional constraint that limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0. We then identify

the unique sequence that solves the maximization problem in expression (5) with this

additional constraint. We finally argue that this sequence is the unique solution to

the original maximization problem without the extra constraint.

The result below describes how the maximization problem in (5) can be simplified

by applying an extra constraint.

Lemma 5. Given the additional constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0, the

trading policy {c̃k(π), f̃k(π)}∞k=1 solves the maximization problem in expression (5) if

and only if it solves:

max
{c̃k(π),f̃k(π)}∞k=1

∞∑
k=1

(
β

β − 1

)k−1
ln[f̃k(π)], subject to

∞∑
k=1

f̃k(π) ≤ q

and ln[c̃n(π)] = −(β − 1)−1
∞∑
j=0

(
β

β − 1

)j
ln[f̃n+j+1(π)] for all n ≥ 1.

(6)

Proof. Note that each incentive compatibility constraint in expression (5) can be

rewritten as:

ln[c̃n(π)] =
β ln[c̃n+1(π)]− ln[f̃n+1(π)]

β − 1
.

Iterating the incentive compatibility constraint x times starting with transfer n, it

can be shown by induction that c̃n(π) must satisfy:

ln[c̃n(π)] =

(
β

β − 1

)x
ln[c̃x+n(π)]− (β − 1)−1

x−1∑
j=0

(
β

β − 1

)j
ln[f̃n+j+1(π)].

Assuming that limx→∞[β/(β−1)]x ln[c̃x+n(π)] = 0, the term ln[c̃n(π)] can be expressed

as follows:

ln[c̃n(π)] = −(β − 1)−1
∞∑
j=0

(
β

β − 1

)j
ln[fn+j+1(π)].

Substituting for ln[c̃1(π)] after taking the logarithm of the maximand in expression

(5), we obtain the optimization problem in expression (6), where the constant term

β ln(c0) is eliminated from the logarithm of the maximand.
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The maximization problem in (6) is solved in three parts. The result below

provides the solution for the sequence of amounts transferred when the constraint

limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0 is not imposed.

Lemma 6. Dropping the additional constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0,

the unique sequence of amounts transferred that solves the maximization problem in

expression (6) is given by:

f ∗k =

(
q

1− β

)(
β

β − 1

)k−1
for all k ≥ 1.

Proof. The sequence {f̃k(π)}∞k=1 of amounts transferred solves the maximization prob-

lem in expression (6) if and only if it solves the simplified version of the problem below:

max
{f̃k(π)}∞k=1

∞∑
k=1

(
β

β − 1

)k−1
ln[f̃k(π)], subject to

∞∑
k=1

f̃k(π) ≤ q.

The Lagrangian for the maximization problem in the preceding expression is given

by:

L =
∞∑
k=1

(
β

β − 1

)k−1
ln[f̃k(π)] + λ

(
q −

∞∑
k=1

f̃k(π)

)
,

which provides a first-order condition for each index k ≥ 1:

f̃k(π) =
1

λ

(
β

β − 1

)k−1
.

Substitution of this result into the budget constraint yields:

q =
1

λ

∞∑
k=1

(
β

β − 1

)k−1
=

1− β
λ

.

Thus, we obtain λ = (1 − β)/q, leading to the following sequence of amounts trans-

ferred:

f̃k(π) =
q

1− β

(
β

β − 1

)k−1
for all k ≥ 1.

Given the amount transferred at each transaction, the next result states the solu-
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tion for the sequence of cost cutoffs when the constraint limx→∞[β/(β−1)]x ln[c̃x+n(π)]

= 0 is not imposed.

Lemma 7. Dropping the additional constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0,

the unique sequence of cost cutoffs that solves the maximization problem in expression

(6) is given by:

c∗k =

(
q

1− β

)(
β

β − 1

)k−β
for all k ≥ 1.

Proof. Substituting the expression for f̃k(π) obtained in lemma 6 into the expression

for ln[c̃n(π)] stated in lemma 5, we have:

ln[c̃n(π)] = (1− β)−1
∞∑
j=0

(
β

β − 1

)j [
ln

(
q

1− β

)
+ ln

(
β

β − 1

)j+n]

= ln

(
q

1− β

)
+ (n− β) ln

(
β

β − 1

)
,

where the standard formulas for geometric series and their derivatives provide:

(1− β)−1
∞∑
j=0

(
β

β − 1

)j
ln

(
q

1− β

)
= ln

(
q

1− β

)

and

(1− β)−1
∞∑
j=0

(
β

β − 1

)j
ln

(
β

β − 1

)j+n
= (1− β)−1 ln

(
β

β − 1

) ∞∑
j=0

(j + n)

(
β

β − 1

)j
= (1− β)−1 ln

(
β

β − 1

)
[n(1− β)− β(1− β)]

= (n− β) ln

(
β

β − 1

)
.

Thus, the sequence of cost cutoffs is given by:

c̃k(π) =

(
q

1− β

)(
β

β − 1

)k−β
for all k ≥ 1.

Using the solution for the sequence of cost cutoffs, we can confirm that the con-

straint limx→∞[β/(β−1)]x ln[c̃x+n(π)] = 0 is satisfied, even though the constraint was
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not imposed when solving the maximization problem.

Lemma 8. The solution {c∗k, f ∗k}∞k=1 in lemmata 6 and 7 satisfies the technical con-

dition limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0.

Proof. Substituting the expression for {c∗k} from lemma 7 into the technical condition,

we have:

lim
x→∞

(
β

β − 1

)x
ln(c∗x+n)

= lim
x→∞

(
β

β − 1

)x [
ln

(
q

1− β

)
+ (x+ n− β) ln

(
β

β − 1

)]
= lim

x→∞

(
β

β − 1

)x
ln

(
q

1− β

)
+ lim

x→∞

(
β

β − 1

)x
(x+ n− β) ln

(
β

β − 1

)
= lim

x→∞

(
β

β − 1

)x
(x+ n− β) ln

(
β

β − 1

)
= 0.

Hence, the sequence {c∗k, f ∗k}∞k=1 solves the maximization problem in expression

(6) when the constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0 is imposed. The lemma

below implies that {c∗k, f ∗k}∞k=1 is the unique solution to the optimization problem in

expression (5).

Lemma 9. If {c̃k(π), f̃k(π)}∞k=1 is the unique sequence that solves the maximization

problem in expression (6) with the constraint limx→∞[β/(β−1)]x ln[c̃x+n(π)] = 0, then

{c̃k(π), f̃k(π)}∞k=1 is the unique solution to the maximization problem in expression (5).

Proof. In the proof of lemma 5, it was shown that any trading policy {c̃k(π), f̃k(π)}∞k=1

satisfying the constraints for the maximization problem in expression (5) must solve

the equation:

ln[c̃n(π)] =

(
β

β − 1

)x
ln[c̃x+n(π)]− (β − 1)−1

x−1∑
j=0

(
β

β − 1

)j
ln[f̃n+j+1(π)]. (7)

First, note that there must exist an index B > 1 such that f̃b(π) < 1 for all b ≥ B.

Otherwise, if there were no such B, then the feasibility constraint
∑∞

k=1 f̃k(π) ≤ q
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would be violated. Second, it must be that c̃b(π) < 1 for all b ≥ B − 1. Noting that

[c̃n(π)/c̃n+1(π)]β < 1 for all n ≥ 1, this claim follows from the incentive compatibility

constraint c̃n(π) = f̃n+1(π)[c̃n(π)/c̃n+1(π)]β for all n ≥ 1 along with the fact that

f̃b(π) < 1 for all b ≥ B.

Because ln[f̃n+j+1(π)] is negative for j sufficiently large, there exists X such that

the sum

−(β − 1)−1
x−1∑
j=0

(
β

β − 1

)j
ln[f̃n+j+1(π)]

is decreasing in x for x ≥ X. This fact along with equation (7) implies that [β/(β −
1)]x ln[c̃x+n(π)] is increasing in x for x ≥ X. Because ln[c̃x+n(π)] is negative for x

sufficiently large, it follows from the monotone convergence theorem that the term

[β/(β − 1)]x ln[c̃x+n(π)] converges to some number L ≤ 0 as x goes to infinity.

Now suppose that the additional constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0

is not imposed in the proof of lemma 5. We take the logarithm of the maximand

of the optimization problem in expression (5), after which we substitute for ln[c̃1(π)]

using equation (7) in the limit as x goes to infinity. Doing so and eliminating the

constant term β ln(c0) from the logarithm of the maximand, the optimization problem

becomes:

max
{c̃k(π),f̃k(π)}∞k=1

−β lim
x→∞

(
β

β − 1

)x
ln[c̃x+n(π)] +

∞∑
k=1

(
β

β − 1

)k−1
ln[f̃k(π)],

subject to
∞∑
k=1

f̃k(π) ≤ q and c̃n = f̃n+1(π)

(
c̃n(π)

c̃n+1(π)

)β
for all n ≥ 1.

(8)

Choose any trading policy {c̃k(π), f̃k(π)}∞k=1 that satisfies the constraints in the pre-

ceding expression. Consider the objective function in optimization problem (8). The

first term in this objective function cannot be greater than 0 when evaluated at

{c̃k(π), f̃k(π)}∞k=1. Moreover, the second term in this objective function when eval-

uated at {c̃k(π), f̃k(π)}∞k=1 cannot be greater than the maximum of the problem in

expression (6) when the additional constraint limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0 is

not imposed.

Recall that the solution {c∗k, f ∗k}∞k=1 in lemmata 6 and 7 is the unique trading

policy that achieves the maximum of problem (6) without the additional constraint

limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0. Moreover, the sequence {c∗k, f ∗k}∞k=1 satisfies the
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technical condition limx→∞[β/(β − 1)]x ln[c̃x+n(π)] = 0. Hence, {c∗k, f ∗k}∞k=1 achieves

the upper bounds for the first and second terms of the objective function in expression

(8). In addition, {c∗k, f ∗k}∞k=1 satisfies all of the constraints in expression (8). It

follows that {c∗k, f ∗k}∞k=1 is the unique solution to maximization problem (8), which is

equivalent to optimization problem (5).

It follows that a stationary maximal symmetric SPE in grim-trigger strategies

exists and that the sequence {c∗k, f ∗k}∞k=1 characterizes any such strategy profile.

We now show that there does not exist a non-stationary maximal symmetric SPE.

Hence, any maximal symmetric SPE induces the aforementioned path of play.

Lemma 10. Assume that the cost process {ct}t∈[0,∞) follows a geometric Brownian

motion with arbitrary drift µ and positive volatility σ. Then there does not exist a

non-stationary maximal symmetric SPE in grim-trigger strategies.

Proof. Let π∗ be any stationary maximal symmetric SPE in grim-trigger strategies.

Recall that any stationary maximal symmetric SPE induces the path of play specified

in the statement of theorem 4. Suppose that π′ is a non-stationary maximal symmetric

SPE in grim-trigger strategies. Let g be the greatest positive integer for which there

is probability one that the realization of the cost process {cτ}τ∈[0,∞) is such that

φit(h0, {cτ}τ∈(0,∞), π
′) = φit(h0, {cτ}τ∈(0,∞), π

∗) for all t ≤ tg−1({cτ}τ∈[0,∞), π
∗). Such

an integer g must exist because π∗ is a stationary SPE and π′ is a non-stationary

SPE; so that, π∗ and π′ must induce different paths of play with positive probability.

Noting that the SPE π′ is non-stationary, there must be positive probability that

{cτ}τ∈[0,∞) is such that tg({cτ}τ∈[0,∞), π
′) <∞. Recall the definitions of c∗k and f ∗k in

the statement of theorem 4. Let c∗0 = c0 for definitional purposes. At least one of the

four claims in the following paragraph must be true.

First, there is positive probability that {cτ}τ∈[0,∞) is such that tg({cτ}τ∈[0,∞), π
′) <

∞ and c({cτ}τ∈[0,∞), π
′, g) > c∗g. Second, there is positive probability that {cτ}τ∈[0,∞)

is such that tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) < c∗g. Third, there

is probability one of {cτ}τ∈[0,∞) being either such that tg({cτ}τ∈[0,∞), π
′) = ∞ or

such that tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) = c∗g, and there is posi-

tive probability of {cτ}τ∈[0,∞) being such that there exists υ < tg({cτ}τ∈[0,∞), π
′) for

which cυ = c∗g. Fourth, there is probability one of {cτ}τ∈[0,∞) being either such that

tg({cτ}τ∈[0,∞), π
′) =∞ or such that tg({cτ}τ∈[0,∞), π

′) <∞ and c({cτ}τ∈[0,∞), π
′, g) =

c∗g, there is zero probability of {cτ}τ∈[0,∞) being such that there exists υ < tg({cτ}τ∈[0,∞),
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π′) for which cυ = c∗g, and there is positive probability of {cτ}τ∈[0,∞) being such that

tg({cτ}τ∈[0,∞), π
′) <∞ and φi({cτ}τ∈[0,∞), π

′, g) 6= f ∗g . We show below that there is a

contradiction if one or more of the preceding claims is true. It will then follow that

there cannot exist a non-stationary maximal symmetric SPE π′.

Consider the case where the first of the four claims holds. We argue in the para-

graph below that there is zero probability of {cτ}τ∈[0,∞) being such that tg({cτ}τ∈[0,∞),

π′) < ∞ and c({cτ}τ∈[0,∞), π
′, g) ≥ c∗g−1; so that, there is probability one that either

tg({cτ}τ∈[0,∞), π
′) =∞ or both tg({cτ}τ∈[0,∞), π

′) <∞ and c({cτ}τ∈[0,∞), π
′, g) < c∗g−1.

Because π′ is a maximal symmetric SPE for which tg({cτ}τ∈[0,∞), π
′) < ∞ and

c({cτ}τ∈[0,∞), π
′, g) ∈ (c∗g, c

∗
g−1) with positive probability, there exists a realization

{c1∗τ }τ∈[0,∞) of the cost process as well as a time u1∗ such that tg({c1∗τ }τ∈[0,∞), π
′) = u1∗,

c1∗u1∗ > c∗g, and V [ht({c1∗τ }τ∈[0,∞), π
′), π′] ≥ V [ht({c1∗τ }τ∈[0,∞), π

′), π′′] for every symmet-

ric SPE π′′ ∈ Π∗ in grim-trigger strategies along with any time t ≤ u1∗. A stationary

maximal symmetric SPE π1∗ ∈ Π∗ in grim-trigger strategies can be constructed as

follows. The agents play strategy profile π′ up to and including the time t1∗ when

transaction g − 1 occurs. Thereafter, the agents do not make any transactions until

the first time t1∗∗ that the current value of the cost process is c1∗u1∗ . At time t1∗∗,

each agent transfers the amount φiu1∗(h0, {c1∗τ }τ∈(0,∞), π
′). After this transaction, the

agents follow the path of play specified in the statement of theorem 4, behaving as

if the game just started at the time of this transaction with the initial value of the

cost process being c1∗u1∗ and the amount of each good being σi,iu1∗({c
1∗
τ }τ∈[0,∞), π

′). The

agents do not make any transfers following a deviation from the path of play described

above. The fact that π1∗ and π∗ induce different paths of play with positive probabil-

ity contradicts the assumption that every stationary maximal symmetric SPE induces

the path of play specified in the statement of theorem 4.

We now argue as noted above that there is probability one that either tg({cτ}τ∈[0,∞),

π′) = ∞ or both tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) < c∗g−1. Sup-

pose to the contrary that tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) ≥ c∗g−1

with positive probability. For any k ≥ 1, it follows from c0 > q that there is

probability one that either tk({cτ}τ∈[0,∞), π
′) = ∞ or both tk({cτ}τ∈[0,∞), π

′) < ∞
and c({cτ}τ∈[0,∞), π

′, k) < c0. Otherwise, if there were to exist k ≥ 1 such that

tk({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, k) > c0 with positive probability, then

there would be positive probability of {cτ}τ∈[0,∞) being such that tk({cτ}τ∈[0,∞), π
′) <

∞ and V [hu({cτ}τ∈[0,∞), π
′), π′] < 0 for u = tk({cτ}τ∈[0,∞), π

′), which would con-
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tradict the assumption that π′ is a symmetric SPE. It is immediate that g 6= 1.

Assume therefore that g > 1. Given that π′ is a maximal symmetric SPE for

which tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) ≥ c∗g−1 with positive prob-

ability, there exists a realization {c̃1τ}τ∈[0,∞) of the cost process as well as a time

ũ1 such that tg({c̃1τ}τ∈[0,∞), π
′) = ũ1, c̃1ũ1 ≥ c∗g−1, and V [hũ1({c̃1τ}τ∈[0,∞), π

′), π′] ≥
V [hũ1({c̃1τ}τ∈[0,∞), π

′), π′′] for every symmetric SPE π′′ ∈ Π∗ in grim-trigger strate-

gies. Define the symmetric SPE π′′ ∈ Π∗ in grim-trigger strategies as follows. The

agents play strategy profile π′ up to but not including the first time t̃1 that the cur-

rent value of the cost process is c̃1ũ1 . At time t̃1, the agents each transfer the amount

ŝi,i
t̃1
− σi,iũ1({c̃

1
τ}τ∈[0,∞), π

′). After this transaction, the agents play according to the

strategy profile π′, behaving as if the history up to the time of this transaction were

hũ1({c̃1τ}τ∈[0,∞), π
′) and strategy profile π′ had always been followed from the begin-

ning of the game. The agents do not make any transfers following a deviation from

the path of play described above. It can easily be seen that V (h0, π
′′) > V (h0, π

∗),

which contradicts the assumption that π∗ is a maximal symmetric SPE.

Consider the case where the second of the four claims holds. Because π′ is a max-

imal symmetric SPE for which tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) < c∗g

with positive probability, there exists a realization {c2∗τ }τ∈[0,∞) of the cost process as

well as a time u2∗ such that tg({c2∗τ }τ∈[0,∞), π
′) = u2∗, c2∗u2∗ < c∗g, and V [ht({c2∗τ }τ∈[0,∞),

π′), π′] ≥ V [ht({c2∗τ }τ∈[0,∞), π
′), π′′] for every symmetric SPE π′′ ∈ Π∗ in grim-trigger

strategies along with any time t ≤ u2∗. A stationary maximal symmetric SPE

π2∗ ∈ Π∗ in grim-trigger strategies can be constructed as follows. The agents play

strategy profile π′ up to and including the time t2∗ when transaction g − 1 occurs.

Thereafter, the agents do not make any transactions until the first time t2∗∗ that

the current value of the cost process is c2∗u2∗ . At time t2∗∗, each agent transfers the

amount φiu2∗(h0, {c2∗τ }τ∈(0,∞), π
′). After this transaction, the agents follow the path of

play specified in the statement of theorem 4, behaving as if the game just started at

the time of this transaction with the initial value of the cost process being c2∗u2∗ and

the amount of each good being σi,iu2∗({c
2∗
τ }τ∈[0,∞), π

′). The agents do not make any

transfers following a deviation from the path of play described above. We argue in the

paragraph below that there is probability one that either tg+1({cτ}τ∈[0,∞), π
2∗) = ∞

or both tg+1({cτ}τ∈[0,∞), π
2∗) <∞ and c({cτ}τ∈[0,∞), π

2∗, g + 1) < c2∗u2∗ . The fact that

π2∗ and π∗ induce different paths of play with positive probability contradicts the

assumption that every stationary maximal symmetric SPE induces the path of play
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specified in the statement of the theorem 4.

We argue as mentioned in the previous paragraph that there is probability one of

{cτ}τ∈[0,∞) being such that either tg+1({cτ}τ∈[0,∞), π
2∗) =∞ or both tg+1({cτ}τ∈[0,∞),

π2∗) < ∞ and c({cτ}τ∈[0,∞), π
2∗, g + 1) < c2∗u2∗ . To do so, it suffices to show that

σi,i({c2∗τ }τ∈[0,∞), π
′, g) ≤ s̃, where s̃ = −c2∗u2∗β[β/(β−1)]β−1 would almost surely be the

amount of each good remaining untransferred after the first transaction if the agents

follow the path of play specified in the statement of theorem 4 in a game where the

initial value of the cost process is c0 and the initial stock of each good is such that the

first transaction almost surely occurs at a cost of c2∗u2∗ . Suppose to the contrary that

σi,i({c2∗τ }τ∈[0,∞), π
′, g) > s̃. Let z2

′
= σi,i({c2∗τ }τ∈[0,∞), π

′, g)− s̃. Define the symmetric

SPE π2′ ∈ Π∗ in grim-trigger strategies as follows. The agents play strategy profile

π′ until the history up to the current time is hu2∗({c2∗τ }τ∈[0,∞), π
′). Upon reaching

hu2∗({c2∗τ }τ∈[0,∞), π
′), the agents each transfer the amount φi({c2∗τ }τ∈[0,∞), π

′, g) + z2
′
.

After this transaction, the agents follow the path of play specified in the statement

of theorem 4, behaving as if the game just started at the time of this transac-

tion with the initial value of the cost process being c2∗u2∗ and the amount of each

good being s̃. The agents do not make any transfers following a deviation from

the path of play described above. There exists a realization {c2′τ }τ∈[0,∞) of the cost

process along with a time v2∗ such that c2
′

v2∗ = c2∗u2∗ , σ̂
i,i
v2∗({c

2′
τ }τ∈[0,∞), π

2′) = s̃, and

V [hv2∗({c2
′
τ }τ∈[0,∞), π

2′), π2′ ] ≥ V [hv2∗({c2
′
τ }τ∈[0,∞), π

2′), π′′] for every symmetric SPE

π′′ ∈ Π∗. Observe that V [hu2∗({c2∗τ }τ∈[0,∞), π
′), π2′ ] = V [hv2∗({c2

′
τ }τ∈[0,∞), π

2′), π2′ ] +

[z2
′
+φi({c2∗τ }τ∈[0,∞), π

′, g)− c2∗u2∗ ]. We argue in the paragraph below that V [hu2∗({c2∗τ
}τ∈[0,∞), π

′), π′] − V [hv2∗({c2
′
τ }τ∈[0,∞), π

2′), π2′ ] < [z2
′

+ φi({c2∗τ }τ∈[0,∞), π
′, g) − c2∗u2∗ ],

which implies that V [hu2∗({c2∗τ }τ∈[0,∞), π
′), π2′ ] > V [hu2∗({c2∗τ }τ∈[0,∞), π

′), π′]. This

contradicts the fact that V [hu2∗({c2∗τ }τ∈[0,∞), π
′), π′] ≥ V [hu2∗({c2∗τ }τ∈[0,∞), π

′), π′′] for

every symmetric SPE π′′ ∈ Π∗ in grim-trigger strategies. It follows that σi,i({c2∗τ }τ∈[0,∞),

π′, g) ≤ s̃.

We now argue as mentioned in the previous paragraph that V [hu2∗({c2∗τ }τ∈[0,∞), π
′),

π′]−V [hv2∗({c2
′
τ }τ∈[0,∞), π

2′), π2′ ] < [z2
′
+φi({c2∗τ }τ∈[0,∞), π

′, g)−c2∗u2∗ ]. Let Σ[hu2∗({c2∗τ
}τ∈[0,∞), π

′); {cτ}τ∈[v2∗,t];u2∗, u2∗+(t−v2∗);π′] be the sum of the transfers that an agent

would make between times u2∗ and u2∗ + (t− v2∗) inclusive if hu2∗({c2∗τ }τ∈[0,∞), π
′) is

the history up to time u2∗, the cost process {cτ}τ∈[v2∗,t] is realized between times

u2∗ and u2∗ + (t − v2∗), and strategy profile π′ is played by the agents. Define the

symmetric SPE π̃′ ∈ Π∗ as follows. The agents do not make any transactions until
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the history up to the current time is hv2∗({c2
′
τ }τ∈[0,∞), π

2′). After hv2∗({c2
′
τ }τ∈[0,∞), π

2′)

has been reached, the agents do not make any transfers at any time t for which

the realization of the cost process {cτ}τ∈[v2∗,t] between times v2∗ and t is such that

Σ[hu2∗({c2∗τ }τ∈[0,∞), π
′); {cτ}τ∈[v2∗,t];u2∗, u2∗+(t−v2∗); π′] ≤ [z2

′
+φi({c2∗τ }τ∈[0,∞), π

′, g)].

Each agent transfers the amount Σ[hu2∗({c2∗τ }τ∈[0,∞), π
′); {cτ}τ∈[v2∗,t];u2∗, u2∗ + (t −

v2∗);π′] − [z2
′
+ φi({c2∗τ }τ∈[0,∞), π

′, g)] at the first time t for which the realization of

the cost process {cτ}τ∈[v2∗,t] between times v2∗ and t is such that Σ[hu2∗({c2∗τ }τ∈[0,∞),

π′); {cτ}τ∈[v2∗,t];u2∗, u2∗ + (t − v2∗);π′] > [z2
′

+ φi({c2∗τ }τ∈[0,∞), π
′, g)]. Let w2∗ de-

note the first time t that this condition holds. Thereafter, the agents play ac-

cording to strategy profile π′, behaving as if this transaction happened at time

u2∗ + (w2∗ − v2∗), the history up to time u2∗ were hu2∗({c2∗τ }τ∈[0,∞), π
′), the cost

process {cτ}τ∈[v2∗,w2∗] were realized between times u2∗ and u2∗ + (w2∗ − v2∗), and

strategy profile π′ were followed up to and including time u2∗ + (w2∗ − v2∗). The

agents do not make any further transfers if either agent has deviated from the path of

play described above after reaching hv2∗({c2
′
τ }τ∈[0,∞), π

2′). It can easily be seen that

V [hu2∗({c2∗τ }τ∈[0,∞), π
′), π′]−V [hv2∗({c2

′
τ }τ∈[0,∞), π

2′), π̃′] < [z2
′
+φi({c2∗τ }τ∈[0,∞), π

′, g)−
c2∗u2∗ ]. Noting that V [hv2∗({c2

′
τ }τ∈[0,∞), π

2′), π2′ ] ≥ V [hv2∗({c2
′
τ }τ∈[0,∞), π

2′), π′′] for every

symmetric SPE π′′ ∈ Π∗, it follows that V [hu2∗({c2∗τ }τ∈[0,∞), π
′), π′]−V [hv2∗({c2

′
τ }τ∈[0,∞),

π2′), π2′ ] < [z2
′
+ φi({c2∗τ }τ∈[0,∞), π

′, g)− c2∗u2∗ ].
Consider the case where the third of the four claims holds. Because π′ is a maximal

symmetric SPE for which tg({cτ}τ∈[0,∞), π
′) < ∞ and c({cτ}τ∈[0,∞), π

′, g) = c∗g with

positive probability, there exists a realization {c3∗τ }τ∈[0,∞) of the cost process as well as

a time u3∗ such that tg({c3∗τ }τ∈[0,∞), π
′) = u3∗, c3∗u3∗ = c∗g, and V [hu3∗({c3∗τ }τ∈[0,∞), π

′), π′]

≥ V [hu3∗({c3∗τ }τ∈[0,∞), π
′), π′′] for every symmetric SPE π′′ ∈ Π∗ in grim-trigger strate-

gies. Define the symmetric SPE π3∗ ∈ Π∗ in grim-trigger strategies as follows. The

agents play strategy profile π′ up to and including the time t3∗ when transaction g−1

occurs. Thereafter, the agents do not make any transactions until the first time t3∗∗

that the current value of the cost process is c3∗u3∗ . At time t3∗∗, each agent transfers the

amount φiu3∗(h0, {c3∗τ }τ∈(0,∞), π
′). After this transaction, the agents play according to

the strategy profile π′, behaving as if the history up to the time of this transaction were

hu3∗({c3∗τ }τ∈[0,∞), π
′) and strategy profile π′ had always been followed from the begin-

ning of the game. The agents do not make any transfers following a deviation from

the path of play described above. It can easily be seen that V (h0, π
3∗) > V (h0, π

′),

which contradicts the assumption that π′ is a maximal symmetric SPE.
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Consider the case where the last of the four claims holds. A stationary maximal

symmetric SPE π4∗ ∈ Π∗ in grim-trigger strategies can be constructed as follows.

The agents play strategy profile π′ up to and including the time t4∗ when transaction

g occurs. Thereafter, the agents follow the path of play specified in the statement

of theorem 4, behaving as if the game just started with the initial value of the cost

process being c4∗t4∗ and the amount of each good being si,it4∗ . The agents do not make

any transfers following a deviation from the path of play described above. The fact

that π4∗ and π∗ induce different paths of play with positive probability contradicts

the assumption that every stationary maximal symmetric SPE induces the path of

play specified in the statement of theorem 4.

A.8 Proof of Corollaries to Theorem 4

A.8.1 Proof of Corollary 4

Proof. The sign of ∂f ∗k/∂β can be determined as follows:

sgn

(
∂f ∗k
∂β

)
= sgn

{
∂

[
q

1− β

(
β

β − 1

)k−1]/
∂β

}
= sgn

[
−(k − 1)(β)k−2(β − 1)k + k(β)k−1(β − 1)k−1

]
= sgn

{
[−(k − 1)(β − 1) + kβ](β)k−2(β − 1)k−1

}
= sgn [(k − 1)(β − 1)− kβ] = sgn (1− k − β) .

Thus, ∂f ∗k/∂β is positive if k < 1 + |β| and negative if k > 1 + |β|. In addition, we

have ∂β/∂µ < 0, ∂β/∂σ > 0, and ∂β/∂ρ < 0. Combining these facts, we obtain the

desired result.
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A.8.2 Proof of Corollary 5

Proof. The sign of ∂c∗k/∂β can be determined as follows:

sgn

(
∂c∗k
∂β

)
= sgn

(
∂ ln (c∗k)

∂β

)
= sgn

(
∂{ln (q)− ln (1− β) + (k − β) [ln (−β)− ln (1− β)]}

∂β

)
= sgn

[
1

1− β
+ (k − β)

(
1

β
+

1

1− β

)
− ln

(
−β

1− β

)]
.

Let k∗ be the value of k that solves the following equation:

1

1− β
+ (k − β)

(
1

β
+

1

1− β

)
− ln

(
−β

1− β

)
= 0,

which gives:

k∗ = −β(1− β) ln

(
1− β
−β

)
> 0.

Note that ∂c∗k/∂β is positive if k < k∗ and negative if k > k∗. In addition, we have

∂β/∂µ < 0, ∂β/∂σ > 0, and ∂β/∂ρ < 0. Hence, c∗k is decreasing in µ and ρ as well

as increasing in σ for k < k∗, and c∗k is increasing in µ and ρ as well as decreasing in

σ for k > k∗.

We next examine how k∗ varies with β. The partial derivative with respect to β

is given by:

∂c∗k
∂β

= 1− (1− 2β) ln

(
1− β
−β

)
< 1− (1− 2β)

(
1− −β

1− β

)
=

β

1− β
< 0,

where the general result ln(x) > 1 − 1/x for all x > 1 is used to establish the first

inequality. Hence, k∗ is increasing in |β|.
The limit as β goes to −∞ can be calculated as:

lim
β→−∞

k∗ = lim
β→−∞

−β(1− β) ln

(
1− β
−β

)
≥ lim

β→−∞
−β(1− β)

(
1− −β

1− β

)
= lim

β→−∞
−β =∞

,

where the general result ln(x) > 1−1/x for all x > 1 is used to establish the inequality.

Hence, lim|β|→∞ k
∗ =∞.
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The limit as β goes to 0 can be calculated as:

lim
β→0−

k∗ = lim
β→0−

−β(1− β) ln

(
1− β
−β

)
= lim

β→0−
ln

(
1− β
−β

)/(
1

−β(1− β)

)
= lim

β→0−

∂

∂β

[
ln

(
1− β
−β

)]/
∂

∂β

(
1

−β(1− β)

)
= lim

β→0−

(
1

−β(1− β)

)/(
1

β2
− 1

(1− β)2

)
= lim

β→0−

(−β)(1− β)

1− 2β
= 0

,

where the third equality applies L’Hôpital’s rule. Hence, lim|β|→0 k
∗ = 0.

A.9 Proof of Proposition 2

Proof. Choose any symmetric strategy profile π = (π1, π2) with πi ∈ Π̄C
i for i ∈ {1, 2}.

Suppose that there is positive probability of the cost realization {ct}t∈[0,∞) being such

that φ1
t (h0, {cτ}τ∈(0,∞), π) = φ2

t (h0, {cτ}τ∈(0,∞), π) ∈ (0, q) for some t ∈ [0,∞). Let

π
′
= (π

′
1, π

′
2) with π

′
i ∈ Π̄C

i for i ∈ {1, 2} be a symmetric strategy profile that requires

the agents to behave as follows. At any history where a transaction occurs for the

first time when playing π, each agent transfers the amount q. At any other history,

each agent transfers the amount 0. Note that V (h0, π
′
) > V (h0, π). Hence, π is not

efficient.

A.10 Proof of Proposition 3

Proof. We identify the path of play induced by an efficient strategy profile. In the

absence of incentive constraints, the efficient policy requires the agents to almost

surely make at most one transfer. Attention can be restricted to a stationary threshold

policy. The efficient path of play can be obtained by choosing ĉ ∈ (0, q) so as to

maximize the value L(ĉ) of an asset that pays q − ĉ when the cost first reaches ĉ

starting from c0. From the earlier analysis, the value of such an asset is:

L(ĉ) = (q − ĉ)(ĉ/c0)−β.

Differentiating with respect to ĉ yields the following first-order condition for c̄:

−β(q − c̄)c−10 (c̄/c0)
−β−1 − (c̄/c0)

−β = 0 ⇒ c̄ = −β(1− β)−1q,
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where the derivative is positive for ĉ < c̄ and negative for ĉ > c̄.

A.11 Proofs of Proposition 4 and Its Corollaries

A.11.1 Proof of Proposition 4

Proof. We begin by computing the solution to the second-best problem. From the

proof of theorem 4, the value function M sb of each agent for the second-best problem

is:

M sb =
f ∗1

c∗β1
cβ0 ,

where f ∗1 and c∗1 are defined as follows:

f ∗1 =
1

1− β
and c∗1 =

q

1− β

(
−β

1− β

)1−β

,

and β < 0 is given by:

β = 1
2
− µ

σ2 −
√(

µ
σ2 − 1

2

)2
+ 2 ρ

σ2 .

Substituting for f ∗1 and c∗1 in the expression for M sb results in:

M sb = θ1−βq1−βcβ0 ,

where the constant θ ∈ (0, 1) is given by:

θ = (−β)−β(1− β)−(1−β).

We next compute the solution to the first-best problem. From the proof of propo-

sition 3, the value function M fb of each agent for the first-best problem is:

M fb =
q − c̄
c̄β

cβ0 ,

where c̄ is defined as follows:

c̄ = −β(1− β)−1q.
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Substituting for c̄ in the expression for M fb results in:

M fb = θq1−βcβ0 .

A.11.2 Proof of Corollary 8

Proof. The logarithm of M fb is:

ln(M fb) = −β ln(−β)− (1− β) ln(1− β) + (1− β) ln(q) + β ln(c0),

and the logarithm of M sb is:

ln(M sb) = −β(1− β) ln(−β)− (1− β)2 ln(1− β) + (1− β) ln(q) + β ln(c0).

Differentiating ln(M fb) with respect to β yields:

∂ ln(M fb)

∂β
= ln(1− β)− ln(−β) + ln(c0)− ln(q),

and differentiating ln(M sb) with respect to β yields:

∂ ln(M sb)

∂β
= (2− 2β) ln(1− β)− (1− 2β) ln(−β) + ln(c0)− ln(q).

Noting that 0 < q < c0 and β < 0, we have ∂ ln(M fb)/∂β > 0 and ∂ ln(M sb)/∂β > 0.

Hence, M fb and M sb are increasing in β. Since β is decreasing in µ and ρ as well as

increasing in σ, this completes the proof.

A.11.3 Proof of Corollary 9

Proof. We now show that M fb and M sb converge to q as ρ approaches zero from the

right if and only if the condition µ ≤ σ2/2 is satisfied. The limiting value of β is as

follows:

lim
ρ→0+

β =

0, if µ ≤ σ2/2

1− 2µ/σ2, if µ > σ2/2
.
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Note that limβ→0− θ = limβ→0−(−β)−β · limβ→0−(1 − β)−(1−β), where limβ→0−(1 −
β)−(1−β) is clearly equal to one, and limβ→0−(−β)−β is easily shown to be one by

taking the logarithm and applying L’Hôpital’s rule. Thus, the limiting value of θ is

given by:

lim
ρ→0+

θ =

1, if µ ≤ σ2/2

(2µ/σ2 − 1)2µ/σ
2−1(2µ/σ2)−2µ/σ

2
, if µ > σ2/2

.

It follows that:

lim
ρ→0+

M fb =

q, if µ ≤ σ2/2

(limρ→0+ θ)q
(1−limρ→0+ β)c

(limρ→0+ β)

0 , if µ > σ2/2
,

lim
ρ→0+

M sb =

q, if µ ≤ σ2/2

(limρ→0+ θ)
(1−limρ→0+ β)q(1−limρ→0+ β)c

(limρ→0+ β)

0 , if µ > σ2/2
.

Note that c0 > q > 0 by assumption. In addition, −∞ < limρ→0+ β < 0 and

0 < limρ→0+ θ < 1 for µ > σ2/2. Hence, 0 < limρ→0+ M
sb < limρ→0+ M

fb < q if

µ > σ2/2.

A.11.4 Proof of Corollary 10

Proof. Assume that µ > σ2/2, and let γ = µ/σ2. Then the ratio of limρ→0+ M
sb to

limρ→0+ M
fb is given by:

( lim
ρ→0+

M sb)/( lim
ρ→0+

M fb) = ( lim
ρ→0+

θ)−(limρ→0+ β) = [(2γ − 1)2γ−1/(2γ)2γ]−(1−2γ).

Taking the logarithm of limρ→0+ θ, we obtain:

ln( lim
ρ→0+

θ) = (2γ − 1) ln(2γ − 1)− (2γ) ln(2γ).

Differentiating with respect to γ, we have:

∂ ln(limρ→0+ θ)

∂γ
= 2[ln(2γ − 1)− ln(2γ)] < 0.
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Hence, limρ→0+ θ is decreasing in γ. Moreover, limρ→0+ β = 1− 2γ is decreasing in γ.

Noting that 0 < limρ→0+ θ < 1 and −∞ < limρ→0+ β < 0, the ratio is decreasing in

γ. Since γ is increasing in µ and decreasing in σ, this completes the proof.
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