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Abstract. In this work we utilize a physically unclonable function (PUF) to im-
prove resilience of authentication protocols to various types of compromise. As
an example application, we consider users who authenticate at an ATM using
their bank-issued PUF and a password. We present a scheme that is provably se-
cure and achieves strong security properties. In particular, we ensure that (i) the
user is unable to authenticate without her device; (ii) the device cannot be used
by someone else to successfully authenticate as the user; (iii) the device cannot
be duplicated (e.g., by a bank employee); (iv) an adversary with full access to
the bank’s personal and authentication records is unable to impersonate the user
even if he obtains access to the device before and/or after the setup; (v) the device
does not need to store any information. We also give an extension that endows the
solution with emergency capabilities: if a user is coerced into opening her secrets
and giving the coercer full access to the device, she gives the coercer alternative
secrets whose use notifies the bank of the coercion in such a way that the coercer
is unable to distinguish between emergency and normal operation of the protocol.

1 Introduction

Recent work has demonstrated the existence and practicality of physically unclonable
functions (PUFs), but many of their security implications remain to be explored. PUFs
have both advantages and limitations compared to more traditional security devices.
E.g., compared to a smartcard, a PUF has the advantage that it cannot be cracked and
its secrets revealed, or replicated by an insider who has the blueprint. But unlike a
smartcard, one can no longer assume the convenient existence of multiple copies that
all contain the same key, nor can one assume any storage capacity within a device other
than the PUF functionality.

The focus of this work is authentication, where a physically unclonable function
(PUF) is used to provide superior resilience against various forms of compromise. A
PUF is a function that is tied to a device and cannot be reproduced on another device,
even another device from the same manufacturing batch. That is, a PUF is computed
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using unique physical characteristics of the device, and any attempts to tamper with the
device change the behavior of the device and therefore destroy the PUF. This function
is often assumed to be evaluated on a challenge c which is sent to the device. Upon
receiving c, the response is computed as r = PUF(c) and is assumed to be unpredictable
to anyone without access to the device. Schemes exist for using in different contexts
(e.g., for protection of intellectual property and authentication), where the inability to
clone the function improves the properties of a solution.

Here we use PUFs for authentication in contexts such as bank ATMs, through the
use of a device with a built-in PUF. The ATM communicates with the bank to establish
authenticity of the user before any transaction. We are able to achieve strong security
properties which are not simultaneously achieved by previous protocols. In particular,
our protocol provably has the following properties (in the random oracle model):

– a user is unable to successfully authenticate without her device;
– a stolen device cannot be used to authenticate as the user;
– the device functionality cannot be duplicated (e.g., by an employee of the bank even

if that employee has access to the card);
– an adversary with full access to the bank’s data with user information and authen-

tication records is unable to impersonate the user even if she obtains access to the
device before and/or after the account is setup.

Furthermore, our design requirements are to avoid placing any sensitive information
on the device, to eliminate any possibility of data compromise (i.e., the PUF, which
measures a physical characteristic of the device, will be destroyed in the event of tam-
pering with the device, while the data stored on the device might not be erased). In fact,
our protocols do not require the device to store any information not related to the PUF
functionality, which introduces a challenge in the protocol design.

Our Contributions

1. We provide a protocol for one-factor authentication with PUFs (Section 4.1). It
provides only a weak form of security in that to authenticate the adversary needs to
have had physical access to the PUF at some point in time. One limitation of this
protocol (and any one-factor “what you have” authentication mechanism) is that in
order to impersonate a user, the adversary only needs physical access to the device.

2. We provide a stronger protocol for two-factor authentication that combines PUFs
with passwords (Section 4.2). The adversary must have had access to the PUF and
to the user’s password in order to impersonate the user, even if the adversary has
compromised the bank’s servers. A unique feature of this protocol is that the pass-
word is not stored in either the PUF or the bank, but is integrated into the PUF
challenge, and thus in order to perform a dictionary attack one must have physical
access to the PUF.

3. One limitation of the previous schemes is that an adversary can clone the PUF in
software by having physical access to the PUF. That is, the adversary can obtain the
PUFs response to a challenge, and then build a piece of software that impersonates
the user. To mitigate this software cloning attack, we introduce a protocol which
requires the authenticator to currently have physical access to the PUF in order to
authenticate (Section 4.3). This protocol requires a stronger assumption than those
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required by the previous schemes: We assume an integrated PUF (or computational
PUF) where the device performs some computation with the PUF.

4. We give an extension which additionally improves robustness of the protocol when
a user is coerced into giving her device and secret data (e.g., her password), which
permits an adversary to authenticate on behalf of the user. We provide a mechanism
for a user to give a false secret to the coercer that will lead to successful authenti-
cation, but will trigger an alarm at the bank. Solutions of this type are common in
physical security systems, but do not appear in cryptographic protocols1.

2 Related Work

Existing literature on PUF-based authentication is not extensive and can be divided
into three categories: (i) implementation-based publications that consider the feasibility
of reliably computing a PUF response to a challenge; (ii) PUF-based authentication
for IP (intellectual property) protection; and (iii) enhancing properties of lightweight
authentication solutions using PUF.

Publications from the first category include [2,3] and others and are complemen-
tary to our work. They also provide support for using public-key cryptography with
PUF-based authentication. Publications from the second category (e.g., [4,5,6]) are
also largely implementation-based, often implementing existing authentication proto-
cols for reconfigurable FPGA and are not suitable for our purposes. The last category
covers PUF-based protocols for RFID (Radio-frequency identification) systems [7,8,9]
and human protocols HB [10,11]. The RFID publications are implementation-based re-
alizing simple authentication constructions. Recent results [10,11] strengthen the HB
protocol by using PUFs and are not suitable in our context (i.e., do not achieve the
properties we seek).

Authentication protocols based on smart-cards can also be viewed as related to our
framework. However, the nature of PUF-based authentication places unique require-
ments: For a smartcard protocol to fit our model, the smartcard must implement a PUF
and have no other information stored, yet satisfy our security requirements – there are
no such previous smartcard protocols.

Multi-factor authentication protocols, which often use a password and a mobile de-
vice, have been explored in prior literature (see, e.g., [12,13,14,15] among others – some
have insufficient security analysis). Resilience to user impersonation in the event of
database compromise (the “insider threat”), however, is not considered and not achieved
in previous work. In our case both factors (i.e., the user password and the token) are in-
accessible to the server in their plain form, so that an insider with full access to the
server is unable to recover either of them.

Boyen [16] uses biometrics and fuzzy extractors (i.e., biometric-based key deriva-
tion) to provide zero-storage authentication that achieves insider security. Our solution
then can be viewed as an authentication mechanism with similar security properties, but
which is based on a different technique and type of device (instead of using a device
that captures biometrics) and additionally includes passwords as the second security

1 The only publication on panic passwords in computer systems we are aware of is [1] that treats
the general framework of panic passwords and is discussed later in this section.
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factor. Note that we desire the same level of security even when the PUF is misused
(by either a bank employee who temporarily gets access to the PUF or the user her-
self). This means that, to ensure that the device is present during each authentication
session, we would like to make the raw information output of a PUF inaccessible to the
user and use computational capabilities of a PUF. This problem is not a threat in case
of biometric-based authentication, when the user is interested in erasing her personal
biometric data output by the device and used in the protocol.

Recent work of Clark and Hengartner [1] defines the framework for panic passwords,
where any user has a regular password and another, panic, password which can be used
when the user is coerced into giving her password to the adversary. They define the
adversarial model in terms of the response the user receives from the authenticator
upon using a panic password, and goals/capabilities of the adversary. Our solution was
designed independently of this recent model, but in section 5 we briefly discuss how it
fits the Clark-Hengartner framework.

3 Security Model

3.1 Problem Description

There are three principal entities: server S (or another entity authenticating the user
on behalf of the server), user U, and device D. Before authentication can take place,
the user obtains a device with a PUF built into it and participates in the registration or
enrollment protocol with the server. Once the registration is complete, the user will be
able to authenticate with the help of the device. Thus, we specify two procedures:

Enroll: is a protocol between S and U, where the user U registers with the server with
the aid of D. If enrollment is successful, the server obtains and stores a token credU
that can be used in subsequent authentications.

Auth: is a protocol between S and U, where U uses D and S uses its stored credentials
credU to make its decision to either accept or reject the user.

3.2 Modeling PUFs

Prior literature does not contain a lot of cryptographic constructions where PUFs are
used in a provably secure scheme. We are aware of the following uses of such functions.
In what follows, we will generically refer to the entity trying to authenticate (i.e., user,
device, tag, etc.) as a client and to the entity verifying authentication as a server.

1. Straightforward authentication. This is the most common form found in the PUF
literature, where the server sends a challenge c and the client responds with r =
PUF(c). At the enrollment phase, the server stores n challenges c1, . . .,cn and their
corresponding responses r1, . . .,rn for each client. During authentication, the client
is challenged on one of the ci’s at random and that (ci,ri) is removed from the
database. If the server runs out of challenge-response pairs (CRPs), there are pro-
tocols for updating the server’s database with new CRPs [17].

2. PUF as a random oracle. Modeling a PUF as a random oracle (as in [8]) might be
unnecessary if the full features of the random oracle model are not used.
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3. PUF as a computable function. Hammouri and Sunar [10] define a delay-based
PUF that can be represented using a linear inequality. This means that the server
does not need to store CRPs, but instead can compute the expected responses. While
it might be possible to model the specific PUF used in the above paper, for general
functions it is commonly assumed that the function cannot be modeled and its be-
havior cannot be predicted by any entity without physical access to it.

4. PUF in previously published identification protocols. Some papers gave implemen-
tations where a PUF response is used as a part of known identification protocols.
E.g., Tuys and Batina [7] use PUFs in Schnorr’s identification protocol, where the
user’s secret key is set to be PUF’s response to a challenge. Similarly, Batina et
al. [9] use Okamoto identification protocol with PUF-derived secrets. We, however,
aim to design a PUF-based protocol specific to our security goals.

As in the previous PUF literature, we make the standard assumption that, without hav-
ing the physical device, the behavior of a PUF is impossible to predict. Let PUF be a
function PUF : {0,1}κ1→{0,1}κ2 that on input of length κ1 produces a string of length
κ2. Before giving the definition, let us first define the following PUF response game:

Phase 1: Adversary A requests and gets the PUF response ri for any ci of its choice.

Challenge: A chooses a challenge c that it has not queried thus far.

Phase 2: A is allowed to query the PUF for challenges other than c.

Response: Eventually, A outputs its guess for r′ for PUF’s response to r = PUF(c).

A wins if r = r′. Let Advpu f
A (κ2) = Pr[r = r′] denote the probability of A winning.

Under different conditions and in different environments, PUF responses to the same
challenge can contain noise resulting in non-perfect match. We measure such noise in
terms of hamming distance between two binary strings x1 and x2 of equal length κ, i.e.,
dist(x1,x2) is the number of positions such that ith bit of x1 is different from the ith bit
of x2. In what follows, let Uκ denote the set of strings chosen uniformly at random from
{0,1}κ. Now we are ready to define a PUF:

Definition 1. A physically unclonable function PUFD : {0,1}κ1 → {0,1}κ2 bound to a
device D is a function with the following properties:

1. Efficient: PUFD is easy to evaluate;
2. Hard to characterize: for any probabilistic polynomial time (PPT) adversary A ,

Advpu f
A (κ2) is negligible in κ2;

3. Bounded noise: in a wide variety of environments, the distance between two re-
sponses from PUFD on the same challenge is at most t, e.g., Pr[dist(y,z) > t | x←
Uκ1 ,y← PUFD(x),z← PUFD(x)]≤ ε1 for a negligibly small ε1;

4. Unique: the PUFD is unique for each D (even those from the same manufactur-
ing batch), e.g., for any other function PUFD′ , Pr[dist(y,z) ≤ t | x ← Uκ1 ,y ←
PUFD(x),z← PUFD′(x)]≤ ε2 for sufficiently small ε2.

We call such a function a (t,ε1,ε2) PUF (i.e., ε1 and ε2 are false rejection rate and
false acceptance rate, respectively). Some of our constructions furthermore assume that
a PUF is inseparatable from the device to which it is bound, i.e., our latter schemes
make the strong assumption that the device (circuit) can do computation based on PUF
responses. More specifically:
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Definition 2. An integrated PUF (I-PUF) has the following additional properties:

1. It is bound to the chip – any attempt to remove it changes its behavior.
2. Its communication with the chip cannot be accessed from outside the chip.
3. The output of the PUF cannot be accessed.

I-PUFs have been used in prior literature (see, e.g., [7]), and the best known examples
of them are silicon PUFs [17] and coating PUFs [18].

Because the output of a PUF is noisy, PUF-based authentication must either tolerate
a certain threshold of errors at the protocol level or implement a mechanism for correct-
ing the errors prior to using the response of the PUF. We choose the second option. Prior
literature [7,6] already contains examples of using functions such as fuzzy extractors to
remove the noise and extract responses that are close to uniform. Fuzzy extractors [19]
can be defined for different metric spaces, and throughout this work we will assume
we are dealing only with Hamming distance as the distance metric. The definition fur-
thermore assumes a sufficient amount of uncertainty of the noisy string from which a
random string is being extracted, defined in terms of min-entropy m (see [19] for more
precise definitions). The construction generates a public helper string P that permits
correction of errors and reconstruction of the extracted string and ensures that, even
after releasing P, the statistical distance between the extracted string and a uniformly
chosen string of the same length is less than a (negligibly small) threshold ε (likewise,
we refer the reader to [19] for precise definitions).

Definition 3 ([19]). An (m, �,t,ε) fuzzy extractor is given by procedures Gen and Rep:

Gen: is a probabilistic algorithm that on input W outputs a string R ∈ {0,1}� and a
helper string P, such that for any distribution of W with min-entropy m, if (R,P)←
Gen(W ), then the statistical difference between (R,P) and (U�,R) is at most ε.

Rep: is a deterministic algorithm that, given P and W ′ such that dist(W,W ′)≤ t, allows
to exactly reproduce R: if (R,P)← Gen(W ), then Rep(W ′,P) = R.

Our discussion does not necessitate the details of fuzzy extractors, as we refer to them
only at a high level. They make possible the construction of an exact I-PUF having
(t,ε1,ε2) PUF : {0,1}κ1 → {0,1}κ2 such that:

1. An I-PUF bound to device D is associated with a (m, �,t,ε3) fuzzy extractor
(Gen,Rep), where Gen, Rep, and PUFD are efficient procedures.

2. During the enrollment phase, given a challenge c, I-PUF computes (R,P) ←
Gen(r), where r← PUFD(c) and outputs P.

3. In a wide variety of environments, given a pair (c,P) where c← Uκ1 and P was
produced by Gen(PUFD(c)), the exact extracted string can be recovered: Pr[x �=
y | x← Rep(PUFD(c),P),y← Rep(PUFD(c),P)]≤ ε1.

4. Any PPT adversary A cannot distinguish I-PUF’s output from a random value with
more than a negligible probability, i.e., Advpu f -ind

A (�)≤ ε3 as defined below.

The last property can be viewed as a decisional version of the PUF response game,
which we call PUF response indistinguishability game and it is defined as follows:

Enroll: A executes the enrollment phase on any values ci of its choice receiving the
corresponding Pi values from the PUF. Let CP be the set of these (ci,Pi) pairs.
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Phase 1: A requests and receives PUF response Ri for any (ci,Pi) ∈CP of its choice.

Challenge: A chooses a challenge c that it queried in Enroll phase but not in Phase 1.
A random bit b is chosen. If b = 0, A receives R = Rep(PUFD(c),P) where (c,P)∈CP,
otherwise it receives a string uniformly chosen from from {0,1}�.
Phase 2: A is allowed to query the PUF for challenges in CP other than (c,P).
Response: Eventually, A outputs a bit b′.

A wins if b = b′. Let Advpu f -ind
A (�) = Pr[b = b′] denote the probability of A winning

the game. We assume that Advpu f -ind
A (�)−1/2 is negligible 2.

In addition to the above properties, as before, we have that two I-PUFs will produce
the same output on a (c,P) pair with probability at most ε2. Finally, our protocols rest
on the difficulty of the discrete logarithm in certain groups. That is, we assume that any
PPT adversary A , when given group G of large order q, group generator g, and element
gx for some x ∈ Zq, has a negligible change in outputting x.

3.3 Security Requirements

We place strict security requirements on the authentication process to achieve a solu-
tion robust to various types of misuse. In particular, we target to achieve the following
properties beyond the traditional infeasibility to impersonate a user:

– Authentication by an adversary is not successful even with the possession of the
device. Here we assume a powerful adversary who has access to all stored infor-
mation at the server’s side, including all information stored by the server during the
enrollment phase such as recorded (c,P) pairs for the device and other user’s infor-
mation credU , as well as information belonging to other users. This strong notion of
security is necessary in realistic scenarios, when, for example, the device originally
resides with a bank, is consequently issued to a user, and a bank employee might
later temporarily get access to the device and attempt to impersonate the user.

– Authentication by an honest user without the device is not successful with more
than a negligible probability. This is important because, if this property holds, it
is equivalent to a strong form of unclonability, i.e., even if an adversary knows all
bank and user information, it cannot create a clone of the device in question. This
adds resilience to a “what you have” form of authentication, because it guarantees
that one must have the device during a successful login.

The use of I-PUFs ensures that the device cannot be duplicated or cloned, and tampering
with the PUF effectively makes it unusable. Thus, the above requirements guarantee that
both the original device and the user must be present at the time of authentication for
authentication to succeed (except with negligible probability).

Furthermore, to ensure that tampering with the device does not reveal any sensitive
information, our design stores no such information on the device. In fact we assume
that the device does not store any information at all, and can be used for authentication
with a number of servers. Thus, all necessary information is provided as input to the
device, which makes the design of the protocols particularly challenging in presence of
adversaries who can query the device’s response on various inputs.

2 We assume the PUF is built with a security parameter that allows tuning this probability.
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4 Schemes

4.1 Preliminary Scheme

In this section we introduce a scheme that does not satisfy the security criteria, but that is
a warm-up to the later schemes that do. In this and subsequent solutions we assume that
the server S sets up and announces a group Gq of prime order q, in which the discrete
logarithm problem is hard, and its generator g. That is, Gq could be a subgroup of the
multiplicative group Z∗p for a prime p. We assume either that the PUF is constructed to
use Gq or the user submits the group to the PUF whenever it queries the PUF3

The authentication protocol given below uses a zero-knowledge proof of knowledge
(ZKPK) of discrete logarithm. In a nutshell, a ZKPK of a discrete logarithm y to the
base g allows the prover to convince the verifier that she knows x such that y = gx

without revealing any information about x. Because standard and well-known solutions
for several discrete logarithm based ZKPKs exist, we do not list their details in this
work and refer the reader to, e.g., [20].

Enroll :
1. Server S sends challenge c to user U.
2. U sends c to device D for Gen protocol.
3. D sends to U (r,P).
4. U sends (gr,P) to S who stores the information along with c.

Auth :
1. S sends challenge (c,P) to the user U.
2. U sends (c,P) to device D for Rep protocol.
3. D sends r to U.
4. U and S engage in a ZKPK of discrete logarithm gr to the base g.

Clearly, the above scheme does not satisfy either authentication goal. That is, if the
adversary has access to the device and knows the server’s challenge, then it can obtain
the response and can impersonate the user without the device.

4.2 Preliminary Scheme Revisited

The problem with the previous scheme is that having the PUF (at any point in time)
allows an adversary to impersonate the user. In this section we modify the previous
scheme by adding a user password (and thus the adversary must have the device and
guess the user’s password). The password is integrated into the Enroll and Auth protocols
so that the password is necessary to do authentication. Furthermore, the password is not
stored anywhere. This prevents an adversary from being able to login in to the protocol
even if it has the device. While this scheme still does not require that the user have
the device, it does prevent a malicious outsider from impersonating the user (assuming
that the user can choose a strong password). In what follows, H : {0,1}∗ → Zq is a
cryptographic hash function and || denotes concatenation of strings.

3 To prevent tampering with this value the PUF could take the hash of the description of this
group with the challenge to form a modified challenge which it then responds to. So as not to
clutter the exposition we have omitted this step from our scheme.
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Note that in this scheme the password is bound to the PUF-challenge in order to get
the PUF-response. Thus the password is not really stored anywhere, and thus in order
to perform a dictionary attack the adversary must have physical access to the PUF.

Enroll :
1. Server S sends challenge c to user U.
2. U sends H(c||pwd), where pwd is the password, to device D for Gen protocol.
3. Device D sends (r,P) to U..
4. U sends (gr,P) to server S who stores the information along with c.

Auth :
1. Server S sends challenge c and P to the user U.
2. User sends (H(c||pwd),P) to device D for Rep protocol.
3. D sends r to U.
4. User U and server S engage is ZKPK of discrete logarithm for gr to the base g.

At a high level, this scheme requires that the adversary enter the user’s password in
order to the actual challenge sent to the PUF, thus this prevents an adversary with the
PUF from being able to find the response r.

The proof of security of this approach has two parts. First, it is shown that if the
response is generated independently from the PUF then breaking the above authenti-
cation scheme implies that the discrete log problem can be solved. Thus this implies
(assuming discrete log problem is hard) that a computationally-bounded adversary has
a negligible success probability (in the security parameter for the size of the prime q) in
breaking the above scheme. The second part of the proof shows that if A can break the
scheme with non-negligible probability when a real PUF is used, then this could be used
to win the PUF response indistinguishability game with non-negligible probability. In
other words, to determine if a specific response came from the PUF, the adversary uses
A and if A succeeds then we assume that we are dealing with a real PUF (because if
we are not the success probability is negligible).

Lemma 1. If H is a random oracle and there exists an adversary, A , that successfully
authenticates with the above authentication protocol with probability 1/p(|q|) when
given a randomly generated challenge (that is independent from the PUF), then A con-
tains a knowledge extractor that can solve the discrete log problem with non-negligible
probability (in the length of q).

Proof. Assume that such an adversary A exists, and that an adversary B is given a dis-
crete log problem instance g,q,gr and is given access to a PUF. B sends the challenge
cs,gr,P for a randomly chosen cs and P to A . To simulate H, B creates a set of tuples
HSET and initializes it by choosing a random password pwd and adding (cs||pwd,hs)
to HSET for a randomly chosen hs. When A queries H on a value x, B does the follow-
ing: If there is a tuple (x,y) already in HSET , it responds with y; otherwise, it chooses
a random r′, adds (x,r′) to HSET , and responds with r′. When A queries PUF with
(cA ,PA), B does the following: If cA = hs and PA = P, B outputs FAIL. Otherwise B
queries its PUF with (cA ,PA) and receives rA. B then sends to A the value rA.

It is straightforward to show that if B does not output FAIL, then the above view is
the same as the view when engaging in the protocol. In the following we show that: (i)
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B outputs FAIL with negligible probability, and (ii) if B does not output FAIL and A
succeeds with non-negligible probability, then B can use A to obtain r.

B outputs FAIL only when A asks for the PUF response for a challenge (d,P) and
d = hs. There are two situations: (i) A queries H on c||pwd or (ii) A does not query H
on cs||pwd. The first case implies that A knows pwd (which we assume is a negligible
event), and the second case corresponds to A randomly guessing hs which is negligible.
Thus, B outputs FAIL with negligible probability.

Now if B does not output FAIL and A can create a ZKPK of the discrete log of
gr, then by the properties of zero-knowledge, there must a be knowledge extractor for
A that produces the secret r. B uses this knowledge extractor to solve the discrete log
problem. Notice that if A succeeds then so does B , and therefore assuming discrete log
problem is hard, an adversary A does not exist. �
We now utilize the above lemma to show that an adversary cannot break the above
protocol if a real PUF is used (except with negligible probability). The lynchpin to
this argument is that if such an adversary exists, then this adversary could be used to
distinguish between a fake and real PUF, which violates the assumed security of the
PUF response indistinguishability game.

Theorem 1. Any polynomial-time adversary with access to the PUF (with security pa-
rameter �) and server information has a negligible probability of passing the authen-
tication protocol for a previously generated enrollment, assuming that H is a random
oracle, the discrete log problem is hard, and the passwords are chosen from a large
enough domain to make guessing the password succeed with negligible probability.

Proof. Assume that such an adversary A exists, we then use this as a black-box to
construct an adversary B for the PUF response indistinguishability game that succeeds
with non-negligible probability. B proceeds as follows: it chooses a random challenge
value cs and a random password pwd. It computes c′ = H(cs||pwd) and chooses c′ as
its challenge. B then receives a pair (r,P) where with probability 1/2 the value r is
PUFD(c) and is otherwise a randomly chosen value. B constructs server information
cs,gr,P and invokes the adversary A on these values while B provides oracle access
to the PUF and to the random oracle H in the exact same manner as in Lemma 1.
Eventually A will output a proof of knowledge. If this proof of knowledge is correct,
then B outputs 0; otherwise, B chooses a random guess for b′ and outputs this value.

We now analyze the probability Pr[b = b′]. Let F be the event the B outputs FAIL.
Since F was shown to be a negligible event in Lemma 1, we concentrate on Pr[b = b′|F ].
We condition it based on event b = 0 or b = 1, which gives us:

Pr[b = b′|F] =
1
2

Pr[b = b′|F ,b = 0]+
1
2

Pr[b = b′|F ,b = 1]

Let G be the event that A outputs a correct proof of knowledge. We condition both of
the above cases on G. In case of b = 1:

Pr[b = b′|F ,b = 1] = Pr[b = b′|F,b = 1,G]Pr[G|F,b = 1]+Pr[b = b′|F ,b = 1,G]Pr[G|F,b = 1].

Here, Pr[b = b′|F,b = 1,G] = 0, Pr[b = b′|F ,b = 1,G] = 1
2 , and Pr[G|F ,b = 1] is neg-

ligible (by Lemma 1). This gives us:
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Pr[b = b′|F ,b = 1] >
1
2
−neg2(�)

for some negligible function neg2. Next, let us consider b = 0, in which case we have:

Pr[b = b′|F ,b = 0] = Pr[b = b′|F,b = 0,G]Pr[G|F,b = 0]+Pr[b = b′|F ,b = 0,G]Pr[G|F,b = 0].

Here, Pr[b = b′|F ,b = 0,G]= 1, Pr[b = b′|F,b = 0,G] = 1
2 , and Pr[G|F ,b = 0] > 1

f (�) for
some polynomial f (this follows from our assumption that A breaks the authentication
with non-negligible probability). Putting all of this together, it is straightforward to
show that Pr[b = b′|F ,b = 0] > 1

2 + 1
h(�) for some polynomial h.

In summary, Pr[b = b′|F]− 1
2 is non-negligible, hence so is Pr[b = b′]− 1

2 . �

4.3 Final Scheme

Here we present the final scheme, where any user is required to currently possess the
device in order to be able to successfully authenticate. The principal idea behind this
approach is that the device does not reveal the response r in any protocol. The device
produces only zero-knowledge proofs that it possesses the secret r. And since the proofs
are zero-knowledge an adversary cannot learn r by observing the device. Unlike the pre-
vious two protocols, this protocol assumes that the PUF can also perform computation.

Enroll :
1. Server S sends challenge c to user U along with description of the group Gq, de-

noted by 〈Gq〉 and which could consists of a pair (p,q), and its generator g.
2. User U sends H(c||pwd),〈Gq〉,g, where pwd is a user password, to device D for

a modified Gen protocol.
3. Device D calculates a challenge d = H(H(c||pwd),〈Gq〉,g) and runs Gen on this

value to obtain response r,P. D then sends to the user (gr,P).
4. User forwards (gr,P) to server S , which stores the information along with

c,g,〈Gq〉.
Auth :
1. Server S sends challenge c,〈Gq〉,g,P, and a nonce N to the user U.
2. U sends (H(c||pwd),〈Gq〉,g,P,N) to device D for Rep protocol.
3. Device D calculates a challenge d = H(H(c||pwd),g, p) and runs Rep on this value

to obtain response r. D chooses a random value v ∈ Zq and calculates t = gv. D
then calculates c′ = H(g,gr,t,N) and w = v− c′r mod q, and sends c′,w to the U.

4. User U sends these values to the server S . S calculates t ′ = gwgrc′ and accepts the
authentication if c′ = H(g,gr, t ′,N), and otherwise rejects the value.

What is implicit in this and previous schemes is the step where the user provides its
account number or some other identifying information that permits the server to locate
the user’s record with the corresponding helper data P and authentication verification
information. What form this account information takes is not essential in our solution,
and different mechanisms would be acceptable. For example, since we assume that the
device does not store information permanently, the account number can be computed at
the user side as a function of the user’s identity and the bank name.
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We first show security of a simpler (but very similar) system that uses an oracle.
In this system, the oracle is initialized by obtaining the group setup 〈Gq〉 and g, after
which it chooses a random value r and publishes gr. This operation is performed once,
and all consecutive interactions with the oracle will use the same value r. After the setup
stage, a user can query the oracle with a nonce N. On each query, the oracle chooses
a random value v ∈ Zq and calculates t = gv. It then computes c′ = H(g,gr, t,N) and
w = v− c′r mod q, and replies with c′,w to the querier. We denote this oracle by Oauth.

The difference between this system and the PUF-based system is that the value r is
randomly chosen (rather than produced by the PUF) and the system cannot be used for
authentications on different challenges c. Let an adversary be given black box access to
oracle Oauth and a challenge nonce N. The adversary is allowed to query the oracle on
all values except the challenge nonce. We now argue that, assuming that H is a random
oracle, the adversary cannot forge a proof for the nonce N to the challenger.

The core of the computation performed by the above oracle (and the device in our
Auth protocol) is basically a proof of knowledge of the exponent of gr to the base
g, where the proof uses a priori specified value of nonce N. The basic form of this
proof of knowledge was used in different authentication protocols, including the stan-
dard Schnorr identification protocol [21]. It is well known that in Schnorr’s protocol,
if an adversary can produce the proof with a non-negligible probability, then there is
a knowledge extractor that can produce r with non-negligible probability. That basic
argument is that t must be chosen before c′ and thus for a given value of t there must be
a non-negligible portion of c′ values for which an adversary can construct a proof. Fur-
thermore, if the adversary can construct two proofs for the same t value but different c′
values, then they can obtain r. We now argue that, if such a knowledge extractor exists,
then assuming the random oracle model, there is a polynomial time adversary that can
solve the discrete logarithm problem.

Lemma 2. Any polynomial-time user has at most negligible probability of success au-
thenticating in the above modified system with oracle Oauth.

Proof. Let A be a proof generator with oracle access to Oauth that succeeds in answering
the challenge for nonce N with non-negligible probability. Assume that algorithm B
with access to A is given a value gr and is asked to provide r. B provides A’s access
to random oracles H and Oauth and answers such queries as follows. Recall that in all
queries to Oauth the same g,gr are used.

1. B creates a list of values LOH that will store queries to Oauth and H. The list is
initially empty.

2. When A queries Oauth on a nonce value N, B does the following: it chooses a ran-
dom response w ∈ Zq and a random value c ∈ Zq. It sets t = gwgrc and then adds
the pair (t,N,c) to LOH ; but if there is already a tuple (t,N, ĉ) in LH , ĉ �= c, then B
outputs FAIL. It returns w,c to A.

3. When A queries H on (g,gr,t,N), B searches LOH for a value of the form (t,N,c)
for some c. If it exists, it responds with c. If not, B chooses a random value c, adds
(t,N,c) to LOH , and responds with c.

We first argue that B outputs FAIL with negligible probability. The only way it happens
is if, when answering a query to Oauth, the chosen value t is already in LOH . However, t
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will be a randomly chosen value in Gq and, since there are at most a polynomial number
of tuples in LOH , the probability of an overlap is negligible. Therefore, if A succeeds
with non-negligible probability, a knowledge extractor would exist that allows B to
obtain r. Thus, no such A exists, assuming the discrete logarithm problem is hard. �
Now consider a challenger that provides an adversary with oracle access to a PUF.
The adversary queries a challenger with either Enroll or Auth queries. The challenger
answers all queries with the PUF. Eventually the adversary asks for a challenge and
is given c,〈Gq〉,g, and a nonce N. The adversary can then continue to ask Enroll and
Auth queries (but cannot ask for Auth on the specific nonce N and the specific chal-
lenge). The goal of the adversary is to be able to construct a response to the challenge
that would pass the authentication verification at the server. The adversary wins if the
authentication is successful.

Theorem 2. Any polynomial-time adversary without the proper I-PUF device is unable
to successfully authenticate with more than negligible probability in the Auth protocol.
Proof omitted due to page constraints.

5 Adding Emergency Capabilities

We would like to provide a user under duress with the possibility to lie about her secrets
in such a way that a “silent alarm” is triggered at the server. The coercer should be un-
able to distinguish between an authentication protocol with real password and one with
an emergency password; nor should it be detectable that the authentication protocol has
provisions for using different secrets. More precisely, we consider an adversary who can
record the user’s communication with the server during successful authentication proto-
cols, but does not have access to the communication between the user and the server at
the enrollment stage. The adversary then forces to the user to reveal all information the
user possesses in relation to authentication, including all secrets such as passwords, and
also obtains physical access to the user’s device. The adversary engages in an authenti-
cation protocol with the server on behalf of the user. We require that all information the
adversary observes with full access to the user-provided data and the device does not
allow it to distinguish its communication with the bank from the previously-recorded
communication of the user with more than negligible probability. This means that all
messages must follow exactly the same format and the distributions of data on different
executions are not distinguishable.

We next present a scheme that has this capability. Often the above problem of co-
ercion is addressed by letting the user choose two different passwords (or PINs), the
first for normal operation and second for emergencies (i.e., it also sets off an alarm).
This simple approach no longer works for PUFs because of the noisy nature of their
responses. That is, the server will need to send the appropriate helper data P prior to
knowing what password is being used; sending two helpers would be a tipoff to the co-
ercer. We solve this problem by splitting each password (real and false) in two parts: the
first part is identical in both passwords and it used by PUF to compute its challenge and
response. The second halves are different, but the PUF is not queried on their values.
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Enroll :
1. Server S sends challenge c to user U along with 〈Gq〉 and generator g of Gq.
2. User U sends c,〈Gq〉,g, pwd1, pwd2, pwd3, where pwdi’s are three user passwords,

to device D for a modified Gen protocol.
3. Device D calculates a challenge d = H(H(c||pwd1),〈Gq〉,g) and runs Gen on this

value to obtain response r,P. D then sends to the user (gH(r||pwd2),gH(r||pwd3),P).
4. User U forwards (gH(r||pwd2),gH(r||pwd3),P) to server S , which stores the informa-

tion along with c,g,〈Gq〉.
Auth :
1. Server S sends challenge c,〈Gq〉,g,P, and a nonce N to the user U.
2. U sends (c,〈Gq〉,g,P,N, pwd) to device D for Rep protocol, where pwd =

pwd1||pwd2 in a normal login and pwd = pwd1||pwd3 in an emergency login.
3. Device D splits pwd into two parts pwd′ and pwd′′. D then calculates its chal-

lenge d = H(H(c||pwd′),g, p) and runs Rep on this value to obtain response
r. D chooses a random value v ∈ Zq and calculates t = gv. D then calculates
c′ = H(g,gH(r,pwd′′),t,N) and w = v− c′H(r||pwd′′) mod q, and sends c′,w to the
U.

4. User U sends these values to the server S . S calculates t ′ = gwgH(r||pwd2)c′ and
accepts the authentication as normal if c′ = H(g,gH(r||pwd2), t,N). If this fails, then
S calculates t ′ = gwgH(r||pwd3)c′ and accepts the authentication as an emergency
login if c′ = H(g,gH(r||pwd3),t,N).

We now argue the coercer’s inability distinguish between normal and emergency ex-
ecutions. As stated earlier, the coercer can record U’s normal authentications prior
to coercion. The communication between U and S during Auth consists of values
(c,〈Gq〉,g,P,N,c′,w), where the first five are sent by the server as a challenge and the
last two are the user’s reply. Coercion gives the adversary the device D and user’s pass-
word pwd = pwd1||pwd3, that he then uses in the protocol. We now formally state (the
proof is omitted due to page constraints) that the adversary’s view of the protocol after
the coercion is indistinguishable from its view of previous invocations of the protocol
by the user.

Theorem 3. A polynomial-time coercer with access to private user data and I-PUF
has negligible probability of distinguishing between normal and emergency executions.

In the above solution, our goal was to provide an authentication mechanism where
the communication during the protocol upon use of emergency password cannot be
distinguished from normal communication, i.e., the observable response remains the
same regardless of what password is used. The actions taken by the server, however,
can be different depending on what password is used (e.g., in emergency, a silent alarm
can sound at the bank and the ATM can issue marked bills). The work of Clark and
Hengartner [1] ties the use of a panic password (or passwords) to the context in which
this functionality is used, as well as the goals and capabilities of the adversary. It is
assumed that the system design is open, in which case the adversary will be aware of
the emergency capabilities of the system. The adversary is also capable of forcing the
user to authenticate several times, possibly using different passwords. The adversary
thus can force the user to open all (regular and panic) passwords he has. In our case,
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the goals of the adversary can be to avoid detection (i.e., not trigger the alarm at the
bank) or escape with unmarked money (i.e., authenticate at least once with the regular
password). We refer the reader to [1] for more information on how such goals can be
achieved with one or more panic passwords. The goal of this section is to provide a
protocol to support emergency capabilities that can be combined with any policy the
system wants to employ in terms of how to use and respond to panic passwords.

One weakness of our protocol is that the adversary could force a user to reveal two
passwords, and then choose one of the passwords at random. Once the user reveals mul-
tiple passwords, the adversary would then either have a 50% chance of either catching
the user in a lie (if the user provided a bad password) or a 50% chance of using the
non-emergency password (if the user did not provide a bad password). We leave the
mitigation of this problem for future work.

6 Conclusions

In this work we describe authentication solutions based on a PUF device that provide
stronger security guarantees to the user than what previously could be achieved. In
particular, in our solution each user is issued a device that aids in authentication and
cannot be copied or cloned. We ensure that: (i) the device alone is not sufficient for
authenticating; (ii) the user must have the device in order to successfully authenticate;
(iii) anyone with complete access to the authentication data at the server side and the
device itself is still unable to impersonate the user (even if the access to the device is
possible prior to account setup). These guarantees hold in the random oracle model.

As another contribution of this work, we add protective mechanisms to the protocol
that allow institutions to quickly recognize attacks when a user is coerced into revealing
her secrets. We allow the user to have an alternative secret that triggers an alarm at the
corresponding institution, but allows for successful authentication in such a way that
the adversary is unable to distinguish between protocol executions that use the regular
and alternative secrets.

A future direction of research is to achieve similar results, but without the random
oracle model. More broadly, there is a need for a systematic investigation of the impli-
cations of PUFs for security functionalities other than authentication, such as fighting
piracy, policy enforcement, tamper-resistance, and anti-counterfeiting.
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