INTRODUCTION TO REGRESSION DIAGNOSTICS
Hamilton, Chapter 6
Creating predicted values and residuals in Stata:
After any regression, the predict command can obtain predicted values, residuals, and other case statistics.  

For example, run the following regression using the Sample 1 data from the class website:  www.buffalo.edu/~mbenson2/PSC531.htm.
.reg  peaceyr1  lcaprat2
Now to create a new variable called yhat containing predicted y  values from this regression type:

predict yhat

label var yhat "predicted mean peaceyr1"
Through the resid option, we can also create another new variable containing the residuals here, named e.

predict e, resid

label var e "residual"
Graphing the Regression Line:

In simple regression, predicted values lie on the line defined bythe regression equation.  By plotting predicted values, we can make that line visible.  

graph  peaceyr1 yhat  lcaprat2
(does this seem to make sense given the regression equation we estimated above?  For example, do we have a negative regression coefficient that corresponds to the negative regression?)
For further details on graphing the regression line see the Stata Manuals or Hamilton page 132.

Graphing the predicted values vs. the residuals

graph e yhat, yline(0)

This graph illustrates that we have an obvious pattern in the data.  The residuals appear to be mostly positive at the upper end of the predicted values.  This casts doubt upon the assumption that our residuals (errors) are independent and identically distributed.  We may need to find a way to better fit this data which we will learn how to do later in the course. 
Graphing for a normal distribution of the residuals

Check to see if the residuals are normally distributed.  (An assumption of regression.)

graph e 

It appears that we have a non-normal distribution   (p. 94-95)
However, to be sure of this, we should formally test for normality.  Stata does not use the Jarque Bera test.  However, it does use a skewness-kurtosis test.  

What is the null hypothesis of this test?  (page 94) 

sktest e  

The test  rejects normality.

Hypothesis Tests

With every regression, Stata displays two kinds of hypothesis tests.  Like most common hypothesis tests, they begin from the assumption that observations in the sample at hand were drawn randomly and independently from an infinitely large population.  Two types of tests appear in regress output tables.

1. Overall F test:  The F statistic at the upper right in the regression table evaluates the null hypothesis that in the population, coefficients on all the model’s x variables equal zero.

2. Individual t tests:  The third and fourth columns of the regression table contain t tests for each individual regression coefficient.  These evaluate the null hypotheses that in the population, the coefficient on each particular x value equals zero. The t test probabilities in Stata are two-sided.  For one-sided tests divide these p values in half.
In addition to these standard F and t tests, Stat can perform F tests of user-specified hypotheses.  See page 139 of Hamilton.  

In-class assignment: 

You will turn in your .do and .log files at the end of class.
Assignment:  Now, run a bivariate regression using your own data.  Generate the predicted y values (yhat) and residual values in Stata. Graph the regression line, the predicted values against the residuals.  Also, correlate the independent variable with the residuals.  Which assumptions are you testing (albeit in a very informal manner)?  What conclusions do you draw about your model?  

Assignment for next class
Plot out the relationship between your x and y variables.  Does it look linear to you?  If not, what do you think would be the best functional form to specify the relationship between your X and Y?  (Hamilton has some hints on how to figure this out).  
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