PSC 531

AUTOCORRELATION

Information on time series procedures is in Hamilton (Ch. 13 o f version 7).  While we are not studying time-series models in depth, it is important to understand the effects of autocollinearity, how to diagnose it, and how to correct for it.  This is a topic that you will see discussed in some detail in much of the American politics literature, Foreign policy literature, and some comparative literature.  

For this class, we will focus on the Durbin-Watson test, the Brusch Godfrey tests.  For correction of autocorrelation, we will focus on Newey West corrected standard errors.  Please be aware, that the subjects of this single class does not provide nearly enough information for you to perform time-series estimation on your own.  There are many data issues that you are not yet aware of and many different estimation techniques that you are not yet familiar with.  I would highly recommend that any student interested in time-series consider taking summer courses at ICPSR.   

First obtain a time-series data set (i.e., a data set with one cross-section over a number of years).  We will be using the India.dta available on the course web page at: http://www.acsu.buffalo.edu/~mbenson2/PSC531.htm

Next, identify the time component of your data set.

tsset year

Run a regression:

reg  s_lead dem
Check to see if you have autocorrelation.  You can do this using the Durbin Watson test or the Brusch Godfrey test:

The Durbin Watson test is run immediately after the regression:

 Dwstat

 What is the interpretation of this statistic?
The Brusch Godfrey test is also run immediately after the regression. 

bgodfrey

Interpret these results below:

To correct for autocorrelation there are many different techniques.  One of the most promising is to use Newey West corrected standard errors (which also correct for heteroskedasticity).  –Check quickly, do we have a problem with heteroskedasiticity in this model?   For this estimation technique you must identify the autoregressive lag time to be used.  Unless you have a theoretical reason to suggest otherwise, the typical lag time employed in political science is one year.

newey  s_lead dem, lag(1)

How do these results differ from the previous results?  

