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Detailed urban land use data are important to government officials, researchers, and businesspeople for a variety
of purposes. This article presents an approach to classifying detailed urban land use based on geometrical, textural,
and contextual information of land parcels. An area of 6 by 14 km in Austin, Texas, with land parcel boundaries
delineated by the Travis Central Appraisal District of Travis County, Texas, is tested for the approach. We derive
fifty parcel attributes from relevant geographic information system (GIS) and remote sensing data and use them
to discriminate among nine urban land uses: single family, multifamily, commercial, office, industrial, civic, open
space, transportation, and undeveloped. Half of the 33,025 parcels in the study area are used as training data for
land use classification and the other half are used as testing data for accuracy assessment. The best result with a
decision tree classification algorithm has an overall accuracy of 96 percent and a kappa coefficient of 0.78, and
two naive, baseline models based on the majority rule and the spatial autocorrelation rule have overall accuracy of
89 percent and 79 percent, respectively. The algorithm is relatively good at classifying single-family, multifamily,
commercial, open space, and undeveloped land uses and relatively poor at classifying office, industrial, civic, and
transportation land uses. The most important attributes for land use classification are the geometrical attributes,
particularly those related to building areas. Next are the contextual attributes, particularly those relevant to the
spatial relationship between buildings, then the textural attributes, particularly the semivariance texture statistic
from 0.61-m resolution images. Key Words: contextual classification, field-based, land use classification, per field,
textural classification.

Para una variedad de propósitos, los datos detallados sobre uso del suelo urbano son importantes para agentes
gubernamentales, investigadores y hombres de negocios, Este artı́culo presenta un enfoque para clasificar en
detalle los usos del suelo urbano, a partir de información geométrica, textural y contextual de las parcelas. Este
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Using Parcel Information for Detailed Land Use Classification 77

enfoque se puso a prueba en un área de 6 X 14 km, en Austin, Texas, con los linderos de las parcelas delineados
por el Distrito Central de Avalúos Travis, del condado Travis. Con datos relevantes generados por un sistema de
información geográfica (SIG) y por teledetección, derivamos cincuenta atributos de las parcelas que se utilizaron
para discriminar entre nueve usos del suelo urbano: familiar, multifamiliar, comercial, oficinas, industria, cı́vico,
espacio abierto, transporte y no desarrollado. La mitad de las 33.025 parcelas del área de estudio fungió como
espacio de datos para entrenamiento en la clasificación del uso del suelo, y la otra mitad como campo de datos para
prueba para efectos de la exactitud en la evaluación. El mejor resultado logrado con un algoritmo clasificatorio
por árbol de decisiones tiene una exactitud general del 96 por ciento y un coeficiente kappa de 0.78, y dos
modelos de lı́nea de base basados el uno en la regla de la mayorı́a y el otro en la regla de la autocorrelación
espacial, tienen exactitudes totales de 89 y 79 por ciento, respectivamente. El algoritmo es relativamente bueno
en lo que concierne a la clasificación de los usos del suelo unifamiliar, multifamiliar, comercial, espacio abierto
y usos no desarrollados, y relativamente deficiente en cuanto a la clasificación de usos del suelo para oficinas,
industria, cı́vico y transporte. Los atributos más importantes para la clasificación del uso del suelo son los atributos
geométricos, en particular aquellos relacionados con áreas de edificios. Luego vienen los atributos contextuales,
particularmente los relevantes a las relaciones espaciales entre los edificios; después los atributos texturales, en
particular la estadı́stica de semivarianza de textura de imágenes de 0.61-m de resolución. Palabras clave: clasificación
contextual; basada en campo; clasificación de usos del suelo; por campo; clasificación textural.

Land use data show where and how land is used.
In urban areas, information on detailed land use,
such as single family, multifamily, industrial, and

commercial, is useful to urban planners and researchers
for a variety of purposes, including population estima-
tion and forecast, corridor and transit planning, neigh-
borhood planning and zoning, watershed and floodplain
modeling, hazard and pollution analysis, and budget-
ing and service planning for water and wastewater, en-
ergy, and fire (Donnay and Unwin 2001; City of Austin
2007e). Currently, the update of urban land use data
in municipal governments relies mainly on aerial photo
interpretation and field survey, sometimes referenced
with appraisal records, development records, census
data, or other relevant data (Donnay and Unwin 2001;
City of Austin 2007f). For large municipalities, the pro-
cess of updating land use data is laborious and time
consuming. Although zoning ordinances as city regula-
tions designate permitted uses of land within city lim-
its, a zoning system, designed for long-term planning
purposes, is schematically different from the present
land use situation. For example, in the city of Austin,
Texas, one land use class may fall into many zoning
categories, and one zoning category can contain several
permissible land use classes. Moreover, due to grandfa-
thering, there might be a mismatch between the zoning-
allowed land use and the actual land use on the ground.1

Land use classification is a primary research topic in re-
mote sensing. The classification of detailed urban land
use classes from remotely sensed images, particularly,
has been a challenge for researchers and practition-
ers. The main reason is that an urban land use classi-
fication scheme is developed based on socioeconomic
functionality instead of biophysical characteristics that

are closely related to the spectral reflectance detected
by remote sensing images (Zhan, Molenaar, and Gorte
2000). An urban land use category is commonly com-
posed of various land cover types, each with different
spectral properties. Therefore, many urban land use
classes are heterogeneous in spectral and textural char-
acteristics and it is difficult to separate them by classifi-
cation algorithms based on these characteristics alone.
The utilization of high spatial and spectral resolution
data and advanced data processing techniques in recent
years has improved, to varied extents, urban land cover
mapping (Hodgson et al. 2003; Benediktsson, Palma-
son, and Sveinsson 2005; Unsalan and Boyer 2005) and
urban land use classification (Zhang and Wang 2003;
Wu, Xu, and Wang 2006). Nevertheless, the improve-
ment is still considerably limited by the heterogeneous
nature of urban land use and land cover classes as well
as the conventional image classification approach.

This study presents a per field approach for urban
land use classification that is based on geometrical, tex-
tural, and contextual attributes of predetermined field
boundaries. The approach is designed to overcome the
heterogeneous nature of urban land use classes in land
use classification. Using a case study in Austin, Texas,
we test fifty parcel attributes to classify nine types of
urban land use. This study is a substantial improve-
ment of a previous per field classification study of the
same area by Wu, Silván-Cárdenas, and Wang (2007),
in which twelve parcel attributes, including ten geo-
metrical, one textural, and one contextual, were tested.
By incorporating additional relevant textural and con-
textual attributes (for a total of fifty parcel attributes),
this study improves the overall accuracy from 93.5 per-
cent to 95.6 percent and the kappa coefficient from
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78 Wu et al.

70.2 percent to 78.1 percent. To manage the numerous
parcel attributes as discriminating criteria in an image
classification procedure and to efficiently test different
classification algorithms, this study adopts an alterna-
tive approach by generating an artificial fishnet image
from the parcel data with a relatively small size to use
for classification. Additionally, compared to the study
by Wu, Silván-Cárdenas, and Wang (2007), this study
explicitly compares the land use classification capability
between relevant geometrical, textural, and contextual
attributes of land parcels. This study also investigates
whether housing and demographic statistics from the
U.S. Census data, which are widely available to the
public, can help to improve classification accuracy.

In the following sections, we first review general cat-
egories of image classification methods in remote sens-
ing. Then, in detail, we review per field classification
approaches, which are relevant to our land use classifi-
cation methodology. We then introduce the semivari-
ance statistic to be used for calculating parcel attributes.
After that, we present the baseline model of classifica-
tion and accuracy statistics to be used for assessing the
classification results. Finally, we describe our analysis
procedures and the outcome.

Image Classification in Remote Sensing

The earth’s surface contains a variety of spectrally dif-
ferent materials, such as water, soil, rocks, grass, trees,
concrete, asphalt, plastic, and metal. Remote sensing
images record the electromagnetic radiation of the
earth’s surface in digital values, which provides spec-
tral and spatial information for land use and land cover
classification. Spectral information is conveyed by the
digital value of image pixels and the unique light spec-
trum, and spatial information comes from the variation
of pixel values in an area. Spatial information involves
a variety of image characteristics, such as color, tones,
pattern, shape, size, and texture; among those, texture
is the most commonly used measure for image classifica-
tion (Schalkoff 1989). Qualitatively, texture provides
people with an impression of coarseness or smoothness
to facilitate photo interpretation. Quantitatively, tex-
ture can be defined in various mathematical functions
to represent the local variability of pixel values for as-
sisting image classification.

In remote sensing, conventional pixel-based classifi-
cation assigns each pixel to one of the candidate classes
based on its pixel value from the spectral reflectance of
the earth’s surface. However, using spectral information

alone may not be sufficient for classifying spectrally
heterogeneous but spatially similar land uses; therefore,
classification based on textural information is employed
to complement spectral classification. In textural classi-
fication, new textural bands are created; each pixel is as-
signed a new digital value to represent the local texture
(e.g., within a pixel window), based on specific mathe-
matical transformations. Researchers have developed a
wide range of textural measures for image classification,
including first-order statistics (such as means, variance,
and standard deviation), second-order statistics (such as
those based on a gray-level co-occurrence matrix), tex-
ture spectrum, fractals, and semivariance (Jensen 2005);
yet no single approach that is both efficient and effec-
tive has been widely adopted (Jensen 2005).

To improve conventional spectral classification, re-
searchers also have used higher order contextual in-
formation to distinguish between different land use
and land cover classes (de Jong and van der Meer
2004). For example, contextual information regarding
the spatial arrangement between land covers or land
objects can be incorporated as discriminating criteria
between land use classes. Studies by Barnsley, Alan,
and Barr (2003), Zhang and Wang (2003), and Wu, Xu,
and Wang (2006) apply various forms of convolution
kernels and quantification techniques to measure the
spatial arrangement between urban land cover (e.g.,
trees, grass, buildings, and roads) for classifying urban
land use classes. Although this approach has achieved
promising results in classifying urban land use classes
that contain land covers arranged in regular, detectable
spatial patterns, the use of predefined convolution ker-
nels with specified quantification techniques places a
limitation on its applicability and reliability. Moreover,
this classification approach is likely to have difficulty
with urban areas that contain small land use patches or
land use with spatial patterns that are not very distinct.

Conventional land use or land cover classification
in remote sensing assigns classes on a per pixel basis,
which could be based on spectral, textural, or contex-
tual properties of images. In contrast to this per pixel
classification, per field classification determines land
use and land cover by predetermined, meaningful field
boundaries, with the premise that each field belongs
to a single, homogeneous class (Pedley and Curran
1991; Aplin, Atkinson, and Curran 1999; Geneletti
and Gorte 2003). Per field classification may over-
come some weaknesses of per pixel classification. For
example, per pixel classification commonly produces
a pixelly result, which may look noisy and require a
postprocessing filter to improve the outlook as well as
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Using Parcel Information for Detailed Land Use Classification 79

the classification accuracy. Furthermore, classification
by pixels often has difficulties classifying spectrally
and texturally heterogeneous classes and delineating
class boundaries. Using high-spatial-resolution data
(e.g., IKONOS images) or high-spectral-resolution data
(e.g., Hyperion images) in per pixel classification may
improve the classification result but is still limited by the
weaknesses of per pixel classification already discussed.

In addition to overcoming the problems with per
pixel classification, per field classification has the
advantage of allowing the incorporation of some po-
tentially useful field attributes, such as the size, shape,
and perimeter of the field, as the classification criteria,
because fields have geographical meaning on the land-
scape, whereas pixels are artifacts of the data format.
Past studies have reported improved classification
results by employing a per field approach or by mixing
a per field approach with a per pixel approach for land
use and land cover classification, such as the studies
by Dean and Smith (2003), Erol and Akdeniz (2005),
and Platt and Rapoza (2008). The next section reviews
past studies using per field classification methods.

Per Field Classification

To classify land use and land cover based on the
spatial unit of fields instead of pixels, researchers need
to first determine field boundaries that partition the
interested area into homogeneous regions. Many per
field studies utilize existing polygon features in digital
data or hard-copy maps as field boundaries (Zhan,
Molenaar, and Gorte 2000; Aplin and Atkinson 2001;
Wu, Silván-Cárdenas, and Wang 2007). Some per
field studies use digital image segmentation techniques,
such as edge detection and region growing, to help
determine or directly determine field boundaries. Edge
detection techniques may derive linear features (e.g.,
roads, railways, and rivers) as potential field boundaries,
and region growing techniques may generate areas of
homogeneous spectral, spatial, or contextual statistics
as potential fields. Examples include Hill et al. (2002),
Geneletti and Gorte (2003), and Platt and Rapoza
(2008). Other than relying on image segmentation
techniques, some studies delineate field boundaries by
visual interpretation and manually digitizing identi-
fiable fields from digital images or maps (Berberoglu
et al. 2000; Herold, Liu, and Clarke 2003; Lloyd
et al. 2004). Of these three approaches for determining
field boundaries, utilizing existing ancillary vector
data is preferred if the data are available and have a
satisfactory degree of accuracy and precision. Many

existing vector data come from field surveys or photo
interpretation and, therefore, provide meaningful
field boundaries to meet users’ needs. In contrast to
utilizing existing ancillary vector data to derive field
boundaries, manually digitizing fields through visual
interpretation is labor intensive and time consuming,
and image segmentation techniques often cannot
produce desirable fields that pertain to meaningful land
cover or land use classes (De Wit and Clevers 2004).

After field boundaries are determined, researchers
may utilize field boundaries in two ways. One way
is to use in a preclassification stage for deriving field
attributes (e.g., image spectral and textural statistics)
that can be used as discriminant criteria for classifying
fields (Erol and Akdeniz 1996; Lobo, Chic, and Cast-
erad 1996; Wu, Silván-Cárdenas, and Wang 2007).
The other use is in a postclassification stage. A typical
approach in this category is to assign the major class in
a field to all pixels within the field after an initial per
pixel classification (Janssen and Molenaar 1995; Aplin,
Atkinson, and Curran 1999; Aplin and Atkinson
2001). Moreover, some studies first utilize field bound-
aries in a preclassification stage to derive field attributes
and classify fields and, then, in a postclassification
stage, obtain additional field attributes to modify field
classes for improving the final classification accuracy
(Smith and Fuller 2001; Fuller et al. 2002; Hill et al.
2002). Berberoglu et al. (2000) particularly compared
the two approaches of utilizing field boundary data with
the same class-discriminating criteria and found that
utilizing field boundaries in a preclassification stage
provides better classification results.

In addition to image statistics within fields, the geo-
metrical and contextual attributes of fields can also be
used for land use and land cover classification. For ex-
ample, Zhan, Molenaar, and Gorte (2000) classified
fields based on proportion of built-up area, green space,
and water surface within the field. De Wit and Clevers
(2004) used field size and shape as criteria to reassign
field class in a postprocessing stage. Platt and Rapoza
(2008) incorporated the border percentage of fields to
residential class as a parameter to classify nonresiden-
tial and other land use and land cover classes. Liu and
Herold (2008) calculated spatial metrics of land covers
and semivariograms of Normalized Difference Vegeta-
tion Index (NDVI) values for predefined land use zones
to classify seven detailed urban land use classes.

This study adopts a per field approach for classifi-
cation of nine detailed urban land uses based on digi-
tal land parcel boundaries that are originally from the
tax parcel database of the Travis Central Appraisal
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80 Wu et al.

District (TCAD) in Texas. Our per field classifica-
tion approach is different from common per field
studies in three ways. First, most per field studies
classified spectrally homogeneous land cover types,
a few classified residential and nonresidential urban
land use, but very few per field studies classified de-
tailed urban land use classes. Importantly, the goal of
this study is to classify nine detailed urban land use
classes.

Second, compared to conventional per field classi-
fication approaches, this study focuses on the classifi-
cation of urban land use from land parcels instead of
remote sensing images. In other words, the parcel data
are the primary data and the image data are the an-
cillary data used to derive some parcel attributes. This
strategy is conceptually different from conventional per
field classification studies and has implications for clas-
sification methodology and the results. Specifically, in
addition to using image parameters for classification,
our per field classification incorporates a variety of rel-
evant field attributes derived from ancillary geographic
information system (GIS) data for classification. The
discriminating power between land use classes is, there-
fore, increased and the classification accuracy is also
improved.

Third, this study uses a variety of textural and contex-
tual attributes of fields derived from ancillary GIS and
image data to classify detailed urban land use classes.
Many of the field attributes have not been tested in
past per field studies, such as the neighborhood building
relational statistic, the similarity index to neighboring
parcels, and a number of census housing and demo-
graphic statistics. These field attributes are considered
based on theoretical reasons, and some of them have
proven to be effective criteria for discriminating among
detailed urban land use classes in our study.

Semivariance Textural Statistic

Past studies have shown the effectiveness of textu-
ral statistics for characterizing or classifying spectrally
heterogeneous land use classes (Gong, Marceau, and
Howarth 1992; Karathanassi, Iossifidis, and Rokos 2000;
Zhang et al. 2003). Texture statistics can indicate the
degree of spectral variation or the level of landscape het-
erogeneity of an area that is related to the local land use.
For example, a land use class with small houses and min-
imal distance between houses, which indicates higher
degree of landscape heterogeneity, usually has higher
values of image texture statistics, compared with those

land use classes having larger houses and greater dis-
tance between houses. In this study, the texture statistic
of semivariance is incorporated into per field classifica-
tion. Semivariance is calculated as half the average of
the squared difference between paired pixel values sep-
arated by a specific number of pixels (referred to as the
lag; Burrough and McDonnell 1998). The mathemati-
cal equation of semivariance, g (h), separated by lag, h ,

can be expressed as:

g (h) = 1
2Nh

N∑

i =1

(zi − zi +h )2 (1)

where Nh is the number of paired pixels separated by
lag h , and zi and zi +h are the values of the pair of pixels
separated by lag h . A graph of semivariance against the
lag is called the variogram, which is usually used to indi-
cate the extent of spatial autocorrelation across space.
Semivariance is used in this study as a texture statis-
tic to measure the degree of landscape heterogeneity.
A past study by Wu, Xu, and Wang (2006) has in-
dicated the effectiveness of applying semivariance to
quantify the spatial relationship between buildings for
classifying detailed urban land use classes. Most impor-
tant, the semivariance is used because it can provide
multiple lag scales for discriminating between land use
classes.

A Baseline Model of Classification

A baseline model of classification is a null or naive
model used as a standard to evaluate other classifica-
tion algorithms (Pontius et al. 2007). Because there
are no agreed-on criteria of what is considered satisfac-
tory, a reasonable minimum criterion would be that the
agreement between the validation data and the predic-
tion from a scientist’s model should be better than the
agreement between the validation data and the predic-
tion from a null model (Pontius, Huffaker, and Denman
2004). The prediction from a null model is the naive
prediction that one would make if one were not to cre-
ate any analytical model. A baseline model is directly
linked to the research question and the study site and
is, therefore, appropriate to be used as a benchmark for
comparison. This study presents two naive models as
baseline models. The first is based on the training data
and a naive assumption of spatial dependence, which as-
sumes that every parcel is in the same land use category
as the nearest training parcel. The second naive model
is based on the training data and a naive assumption
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Using Parcel Information for Detailed Land Use Classification 81

of majority rule. The training data show that approxi-
mately 89 percent of the total parcels are single-family
land use parcels. If a naive person is given this infor-
mation and asked to predict the other testing parcels, a
naive strategy would be to predict all parcels as single-
family land use parcels, which would yield an overall
accuracy of approximately 89 percent.

Measures for Accuracy Assessment

Many methods of assessing the accuracy of image
classification have been proposed in the remote sens-
ing literature (Kalkhan, Reich, and Czaplewski 1995;
Koukoulas and Blackburn 2001). Many widely used ac-
curacy measures can be derived from a confusion ma-
trix (Lark 1995; Stehman 1997; Foody 2002), which
is a cross-tabulation of the classified class (represented
in each row) against the ground class (represented in
each column) for the number of cases. For example,
the overall accuracy (percentage correct) is calculated
by summing the numbers of correctly classified cases,
which are the diagonal elements in the confusion ma-
trix, and dividing by the total number of cases in the
study area. For individual classes, the accuracy is derived
by dividing the number of cases correctly classified to
the class by the total number of cases of that class,
which can be based on either the ground class or the
classified class. If the class-level accuracy is based on
the ground class, the matrix’s column marginal is used
as the divider and the measure is termed the producer’s
accuracy. If the class-level accuracy is based on the clas-
sified class, the matrix’s row marginal is used as the di-
vider and the measure is termed the user’s accuracy. In
other words, the producer’s accuracy calculates the per-
centage of the ground class that is correctly classified,
whereas the user’s accuracy calculates the percentage
of the classified class that is correct. They are summary
accuracy statistics for individual classes viewed from dif-
ferent perspectives, which can provide a more holistic
view of classification accuracy.

The measures of the percentages of total cases cor-
rectly classified have often been criticized because some
cases may have been allocated to the correct class purely
by chance. Consequently, the kappa coefficient has
been proposed to accommodate the effects of chance
agreement (Congalton 1991). Specifically, the kappa
coefficient measures the proportion of agreement that
occurs beyond what would be expected by random spa-
tial allocation of the classes, given the errors in the
estimates of the proportions of the classes (Pontius

2000). Many modelers, remote sensing specialists, and
statisticians endorse the kappa coefficient as a standard
measure of classification accuracy because of its many
attractive features (Hudson and Ramm 1987; Stehman
1996; Smits, Dellepiane, and Schowengerdt 1999). In
addition to making compensation for chance agree-
ment, the kappa coefficient allows a variance to be
calculated for testing the statistical significance of dif-
ferences in comparing different classification results
(Foody 2002). Some researchers further suggest nor-
malizing the confusion matrix to aid this compari-
son, which makes each row and column of the matrix
sum to one (Congalton 1991; Smits, Dellepiane, and
Schowengerdt 1999).

Nevertheless, many researchers are concerned about
the flaws of the kappa coefficient (Foody 1992; Ma and
Redmond 1995; Stehman 1997). One major problem is
that the chance agreement may be effectively overesti-
mated in the kappa coefficient, resulting in an under-
estimation of classification accuracy. Specifically, due
to purposeful, convenient, or haphazard procedures of
selecting reference locations, as a nonprobability-based
measure, the kappa coefficient is an inappropriate ba-
sis for accuracy assessment (Stehman and Czaplewski
1998; Foody 2002). From another point of view, the
goal of image classification is to obtain similar marginal
distributions for the confusion matrix. Therefore, the
standard method to compute the expected proportion-
correct classification by chance is not appropriate for
accuracy assessment.

Pontius (2000) argued that the kappa coefficient fails
to reward the classification for accurately estimating the
quantity of each class as shown in the marginal totals
of the confusion matrix. Instead, he presented an ap-
proach that specifies quantity error and location error
of classification. The quantity error is due to the less-
than-perfect ability of the classification model to specify
quantity of classes, and the location error is due to the
less-than-perfect ability of the classification model to
specify location of classes (Pontius et al. 2007). The
quantity error can be derived by subtracting the ex-
pected percentage correct of a model that allocates the
specified quantity of classes (as in the classified map)
accurately in space from the expected percentage cor-
rect of a model that specifies both the location and the
quantity of classes accurately (which is 1). The location
error can be derived by subtracting the observed per-
centage correct (overall accuracy) of the model from
the expected percentage correct of a model that ac-
curately assigns locations for the specified quantity of
classes. Pontius (2000) argued that a spatially explicit
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82 Wu et al.

classification model should be judged on its ability to
accurately specify both quantity and location of classes.
Knowing the quantity error helps us understand the
constraint of the model regarding the percentage cor-
rect that could be potentially improved. Knowing the
location error helps us interpret the spatial aspect of the
error that could potentially be removed given the speci-
fied quantity of classes (Pontius et al. 2007). Separating
the overall classification error into quantity error and
location error provides insight for scientists to decide
whether to dedicate energy to improve a model’s ability
to specify quantity or location (Pontius, Huffaker, and
Denman 2004). This study compares different classifi-
cation models by the overall accuracy, location error,
and quantity error, and the popular yet controversial
kappa coefficient accuracy statistic is not adopted. Nev-
ertheless, for the best classification model that has the
highest overall accuracy, in addition to presenting a
confusion matrix and the producer’s and user’s accura-
cies for individual classes, we also reported the kappa
coefficient to facilitate the comparison with other land
use classification studies that have reported a kappa
coefficient.

Methods

We applied a per field approach for urban land
use classification based on the TCAD land parcel
boundaries that have been digitized by the City of
Austin Neighborhood Planning and Zoning Depart-
ment (NPZD). The main advantage of using the digital
TCAD land parcel data is that individual parcels al-
ways contain the same type of land use by definition.
Additionally, the parcel boundaries have a high degree
of spatial precision and are updated annually (City of
Austin 2007g). Because the land parcels do not cover
city street surface areas, this study focuses on classifying
land use from the parcel areas, and street surfaces are
not considered.

After determining field boundaries for our per field
classification, we derived fifty parcel attributes (e.g., par-
cel shape, building height, proximity to major roads,
similarity to neighboring parcels), from relevant GIS
and remote sensing data, which have been derived in-
dependently of the land use variable we are trying to
acquire. Parcel attributes are then used as discriminating
criteria among nine urban land use classes to classify the
parcels. The hypothesis is that these parcel attributes are
related to land use classes. The goal is, therefore, to in-
vestigate how well these parcel attributes, collectively

as well as individually, can be used to distinguish among
different land use classes. Standard image classification
procedures in remote sensing (i.e., training, classifica-
tion, and accuracy assessment) are adopted to perform
the analysis.

Study Area

We selected an area of approximately 6 by 14 km in
the north central part of Austin, Texas, to test our per
field land use classification (Figure 1). The city’s three
main thoroughfares, I-35, MoPac, and Highway 183,
all run through this area. With commercial land use
areas close to major roads, a variety of residential and
nonresidential land uses are between the roads, provid-
ing a suitable environment for our analysis. Austin is
the capital of the state of Texas and the county seat
of Travis County. Situated in central Texas, it is the
fourth-largest city in Texas and the sixteenth-largest in
the United States. Occupying a land area of 704 km2,
Austin had a 2000 Census population of 656,562. As of
the 2007 U.S. Census estimate, Austin had a population
of 743,074. The city is the core cultural and economic
center of the Austin–Round Rock metropolitan area
with a population of 1.4 million. The eastern part of
the city is relatively flat, whereas the western part and
western suburbs consist of scenic rolling hills on the
edge of the Texas Hill Country (Texas State Historical
Association 2006; City of Austin 2007c).

Data Source

We obtained the TCAD land parcel boundaries data,
four ancillary data sets, and the ground land use data
from the NPZD, either directly downloaded from its
File Transfer Protocol server (City of Austin 2007d) or
acquired through personal contact. The four ancillary
data sets are for deriving parcel attributes and include
building data, elevation data, street data, and image
data.

The TCAD land parcel boundaries data are in vec-
tor polygon format and are current to 2006. Never-
theless, to match the time frame of our ground land
use data, which are current to 2003, we obtained the
parcel boundaries data from 2003 for our analysis. The
NPZD has used parcel information from the TCAD
tax parcel database to update the city’s land use data
since 1994 (City of Austin 2007g). The NPZD also
generated a digital file of land parcel boundaries based
on the TCAD tax parcel boundaries, without attaching
the original TCAD parcel information. The TCAD tax
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Using Parcel Information for Detailed Land Use Classification 83

Figure 1. Study area in Austin, Texas, and the ground land use.
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parcel database provides information regarding the use
of the property based on structures on the property, al-
though the structure usage categories do not necessarily
correspond to land use classes defined by the NPZD. Fur-
thermore, because TCAD does not identify the use of
tax-exempt properties (e.g., some governmental prop-
erties), many government officials and researchers can-
not use the TCAD tax parcel database for land use data
(City of Austin 2007a, 2007g).

The building and elevation data are both current
to 2003. The building data are building footprints in
vector polygon format and contain information on the
average altitude for individual building roofs. The eleva-
tion data are in 0.61-m (2-ft.) contour lines measuring
the elevation for the ground surface. The building and
elevation data are both generated by Analytical Sur-
veys Incorporated (ASI), which is contracted with the
city. ASI first digitized building footprints from aerial
photographs and then estimated each individual build-
ing’s roof altitude from a light detection and ranging
(LIDAR) derived surface model, which is also used to
generate the ground surface contour lines (Dolph Scott,
Senior GIS Analyst, City of Austin, personal conver-
sation, 5 July 2005). To estimate building height for
land use classification, we first interpolated a digital el-
evation model (DEM) from the ground surface contour
lines. We then calculated the mean ground elevation
for individual building footprints based on the DEM. Fi-
nally, building height was computed by subtracting the
mean ground elevation from the building roof altitude.

The street data are in vector line format and are cur-
rent to 2004. They are originally from the U.S. Census
2000 Topologically Integrated Geographic Encoding

and Referencing (TIGER) street data, and the NPZD
has updated the data regularly. The street data contain
the Census Feature Class Codes (CFCCs), which rep-
resent street categories and indicate the level or size of
streets: The highest level of streets has a CFCC starting
with the number one and includes primary highways;
the second level of streets has a CFCC starting with the
number two and includes primary roads; the third level
of streets has a CFCC starting with the number three
and includes secondary roads; the fourth level of streets
has a CFCC starting with the number four and includes
local, neighborhood, and rural roads (U.S. Census
Bureau 2000).

The image data are three-band (green, red, and near-
infrared) color infrared (CIR) digital orthophotos with
0.61-m (2-ft.) spatial resolution. The source aerial pho-
tographs were taken by ASI during 2003.

The ground land use data are in vector polygon for-
mat for 2003. They are generated and updated by the
NPZD based on a number of sources, including histor-
ical land use data, the TCAD tax parcel database, the
city-owned parcels database, building footprint data,
natural preserves GIS data, and aerial photographs
(City of Austin 2007a). The NPZD divides the city’s
land use into sixteen general classes, which are further
divided into thirty-seven detailed subclasses (City of
Austin 2007b). We merged the sixteen land use classes
into nine land use classes as our land use classification
scheme (Table 1). The merged land use classes are ei-
ther rare in the study area (including land use of mobile
homes, large-lot single family, mining, and utilities) or
are not applicable to the tax parcel areas (including
land use of streets, water, and unknown).

Table 1. Land use classification scheme of nine classes, corresponding subclasses of land use, and total numbers of parcels for
each class in the study area

Land use class Descriptions of subclasses of land use No. of parcels

Single family Mobile homes, large-lot single family, single-family detached, and two-family attached, duplex 29,252
Multifamily Three- or fourplex, apartment or condominium, dormitories, and retirement housing 405
Commercial Retail and general merchandise, apparel and accessories, furniture and home furnishings,

grocery and food sales, eating and drinking, auto related, entertainment, personal services,
lodgings, building services

1,286

Office Administrative offices, financial services (banks), medical offices, research and development 473
Industrial Manufacturing, warehousing, equipment sales and service, recycling and scrap, animal

handling, mining facilities
272

Civic Semi-institutional housing, hospitals, government services, educational facilities, meeting and
assembly facilities, cemeteries, day care facilities

150

Open space Parks, recreational facilities, golf courses, preserves and protected areas, water drainage areas
and detention ponds

312

Transportation Railroad facilities, transportation terminal, aviation facilities, parking facilities, utilities facilities 132
Undeveloped Vacant land and land under construction 743

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
a
t
 
B
u
f
f
a
l
o
,
 
t
h
e
 
S
t
a
t
e
 
U
n
i
v
e
r
s
i
t
y
 
o
f
 
N
e
w
 
Y
o
r
k
 
(
S
U
N
Y
)
]
 
A
t
:
 
2
1
:
0
8
 
1
5
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



Using Parcel Information for Detailed Land Use Classification 85

Calculation of Parcel Attributes

We derived fifty parcel attributes for land use classi-
fication by overlaying the parcel data with the ancillary
data in a GIS. The fifty parcel attributes include ten geo-
metrical, eighteen textural, and twenty-two contextual
attributes of parcels. The ten geometrical attributes are
related to the size, shape, and height of parcels or build-
ings: parcel size; parcel shape compactness; the number
of buildings; the maximum, standard deviation, and
percentage of building area; the maximum and standard
deviation of building height; and the maximum and
standard deviation of building shape compactness
(Table 2, 1–10). The eighteen textural attributes
are image-based statistics calculated from the digital
orthophotos, including fifteen semivariance texture
statistics from lag one to lag fifteen, the average and
standard deviation of NDVI, and the impervious
cover percentage within parcels (Table 2, 11–28). The
twenty-two contextual attributes include the highest
CFCC category of nearby streets, fifteen neighborhood
building relational statistics from lag one to lag fifteen,
a similarity index to neighboring parcels, and five local
housing and demographic data from the 2000 U.S.
Census (Table 2, 29–50). The five local census statistics
are the number of parcels in located block, population
density of located block, housing unit occupancy rate
of located block, average units in structure of located
block group, and median family income of located
block group.

These parcel attributes are incorporated for land use
classification based on individual theoretical reasons
(Figure 2). For example, single-family land use parcels
are usually small and rectangular, and they mostly con-
tain only one building. Therefore, the attributes of
parcel size, parcel shape compactness, and number of
buildings are used to distinguish single-family land use
parcels from the others. Compared with civic land use
parcels, multifamily land use parcels have buildings that
are relatively small and uniform in size, and the parcels
generally have higher building-area percentages. There-
fore, the attributes of the maximum building area, the
standard deviation of building area, and the building-
area percentage can be used to separate civic land use
parcels from multifamily land use parcels (Table 2, 4–6).
Industrial land use parcels usually have higher building-
area percentages and impervious cover percentages than
other land use parcels (Table 2, 6 and 28). Commer-
cial land use parcels are usually located close to major
roads and have a smaller street-category statistic than
other types of land use parcels (Table 2, 29). Although

office land use parcels also tend to locate close to ma-
jor roads, buildings in commercial land use parcels are
generally lower in height (Table 2, 7) and, therefore,
the attribute of the maximum building height can be
used to separate office land use parcels from commer-
cial land use parcels. Furthermore, in contrast to the
aforementioned land use parcels that usually contain
buildings, open space, undeveloped, and transporta-
tion land use parcels usually have no or few buildings
(Table 2, 3). Among these three nonbuilding types of
land use parcels, transportation land use parcels com-
monly have less vegetation and higher impervious cover
percentages than the other two types of land use parcels
(Table 2, 26 and 28).

The shape compactness measure used in this study
was calculated by dividing the polygon area with the
square of polygon perimeter (Schalkoff 1989). The more
curved shape has a smaller compactness measure.

We computed the semivariance at multiple lags as
image texture statistics for land use classification be-
cause we expect that using texture statistics at multi-
ple lag scales will provide more discriminating power
among land use classes. We calculated the semivari-
ance texture statistics based on the infrared band of the
CIR digital orthophotos because the infrared band is
more sensitive to the spatial arrangement between veg-
etation and man-made structures and we expect that to
be relevant to land use classes.

NDVI measures vegetation abundance by pixels and
the value is always between –1 and +1. A negative
NDVI indicates an absence of vegetation, and a high
NDVI indicates areas covered by vegetation. We cal-
culated the average and standard deviation of NDVI
within parcels for land use classification with the hy-
pothesis that they relate to land use.

We incorporated the impervious cover percentage as
a criterion for land use classification because the city
has site development regulations regarding the maxi-
mum impervious cover allowed for most zoning districts
(City of Austin 2007i); we expect this statistic will help
to characterize land use. Impervious covers are areas of
covered spaces, paved areas, walkways, and driveways
(City of Austin 2007h). To classify impervious covers
from the digital orthophotos, we first classified non-
vegetated land based on areas with NDVI lower than
0.3. We then partitioned the nonvegetated land into
thirty-two classes using the unsupervised algorithm Iter-
ative Self-Organizing Data Analysis Technique (ISO-
DATA). Finally, we manually selected the impervi-
ous cover classes by visual interpretation of the digital
orthophotos.
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Table 2. Average over all parcels by land use class for fifty attributes

Attribute
No. Sf Mf Com Off Ind Civ Open Tran Und

1 9 184 69 110 157 332 191 291 26
2 556 511 538 534 520 544 389 500 531
3 103 979 150 142 197 369 6 2 1
4 210 985 1,341 1,672 3,729 3,074 9 12 2
5 1 164 187 141 349 763 0 0 0
6 26 30 25 23 31 18 0 0 0
7 500 868 605 808 673 896 27 10 2
8 13 16 14 16 15 15 1 0 0
9 52 45 49 48 49 48 3 1 0

10 51 37 47 47 47 43 3 1 0
11 1,678 1,624 1,701 1,674 1,417 1,218 996 1,640 1,117
12 2,838 2,712 2,799 2,803 2,381 2,081 1,651 2,605 1,895
13 3,513 3,373 3,441 3,498 2,927 2,626 2,033 3,155 2,363
14 3,970 3,844 3,899 4,008 3,293 3,020 2,275 3,567 2,675
15 4,273 4,173 4,227 4,377 3,545 3,302 2,431 3,869 2,878
16 4,484 4,429 4,490 4,674 3,742 3,530 2,558 4,140 3,028
17 4,623 4,627 4,698 4,902 3,899 3,705 2,662 4,395 3,142
18 4,716 4,782 4,859 5,079 4,022 3,845 2,719 4,547 3,231
19 4,778 4,904 4,995 5,237 4,121 3,964 2,734 4,704 3,308
20 4,806 4,997 5,115 5,359 4,202 4,072 2,777 4,798 3,367
21 4,796 5,078 5,204 5,452 4,280 4,176 2,834 4,877 3,385
22 4,767 5,143 5,271 5,513 4,339 4,269 2,860 4,858 3,375
23 4,707 5,192 5,325 5,593 4,388 4,357 2,885 4,804 3,387
24 4,649 5,232 5,363 5,654 4,435 4,439 2,925 4,682 3,420
25 4,598 5,265 5,421 5,686 4,478 4,514 2,927 4,642 3,410
26 383 335 323 336 327 345 381 331 382
27 110 94 72 87 67 77 84 67 85
28 39 55 66 61 71 53 32 57 30
29 393 346 282 300 351 332 349 314 375
30 716 585 410 380 312 330 11 2 1
31 1,462 1,197 847 783 646 676 23 5 3
32 2,041 1,673 1,192 1,098 910 946 32 7 4
33 2,653 2,181 1,564 1,437 1,199 1,235 41 9 5
34 3,272 2,698 1,945 1,785 1,500 1,530 50 11 7
35 3,731 3,084 2,234 2,046 1,727 1,752 57 12 8
36 4,307 3,588 2,614 2,388 2,036 2,040 66 15 9
37 4,713 3,951 2,889 2,633 2,256 2,248 73 16 10
38 5,159 4,366 3,206 2,916 2,519 2,484 80 18 11
39 5,597 4,787 3,530 3,202 2,791 2,723 86 21 12
40 5,956 5,138 3,803 3,443 3,021 2,922 92 22 13
41 6,318 5,506 4,091 3,696 3,273 3,130 97 24 14
42 6,625 5,823 4,339 3,914 3,492 3,309 102 26 14
43 6,935 6,153 4,598 4,143 3,728 3,497 106 28 15
44 7,203 6,440 4,824 4,343 3,937 3,660 110 29 16
45 15 176 437 484 541 842 173 128 66
46 43 55 36 37 43 30 52 36 74
47 254 316 189 173 82 181 181 198 180
48 29 28 26 18 28 32 35 24 49
49 16 38 32 41 64 28 31 32 23
50 56 44 45 52 51 51 59 44 50

Notes: Sf = single family; Mf = multifamily; Com = commercial; Off = office; Ind = industrial; Civ = civic; Open = open space; Tran = transportation; Und
= undeveloped. 1 = parcel size (100 * square meters); 2 = parcel shape compactness (1/10,000); 3 = number of buildings (1/100); 4 = maximum building’s area
(square meters); 5 = standard deviation of the building’s area (square meters); 6 = building-area percentage (%); 7 = maximum building’s height (meters/100);
8 = standard deviation of the building’s height (meters/100); 9 = maximum building shape compactness (1/1,000); 10 = standard deviation of building shape
compactness (1/1,000); 11 to 25 = image texture statistics at lag one to lag fifteen, respectively; 26 = average Normalized Difference Vegetation Index (NDVI;
in unsigned sixteen bit); 27 = standard deviation of NDVI (in unsigned sixteen bit); 28 = impervious cover percentage (%); 29 = the highest Census Feature
Class Code category of nearby streets (1/100); 30 to 44 = neighborhood building relational statistics at lag one to lag fifteen, respectively; 45 = similarity
index to neighboring parcels (square meters/10); 46 = number of parcels in located block; 47 = population density of located block (100 * persons per square
kilometer); 48 = housing unit occupancy rate of located block (%); 49 = average units in structure of located block group (1/10); 50 = median family income
of located block group (*1,000).
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Using Parcel Information for Detailed Land Use Classification 87

Figure 2. Examples of single-family, civic, multifamily, industrial, commercial, office, open space, undeveloped, and transportation land use
parcels.
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The neighborhood building relational statistics at
lag one to lag fifteen are the semivariances calculated
within a 30-m buffer for individual parcels from a binary
building image in which building pixels are designated
a value of one and nonbuilding pixels are given a value
of zero. The statistics are used to indicate the complex-
ity of building spatial patterns in the neighborhood and
have been shown to relate to land use classes (Wu,
Xu, and Wang 2006). The more frequently building
and nonbuilding areas are interspersed in a neighbor-
hood, the higher the statistics tend to be. For exam-
ple, single-family and multifamily land use neighbor-
hoods generally have relatively high building relational
statistics due to their more heterogeneous spatial pat-
terns of buildings (Table 2, 30–44). Considering the
relative size between parcels and buildings, we calcu-
lated the statistics based on a 30-m neighborhood, ex-
cept for parcels without buildings.

We incorporated a similarity index to neighboring
parcels for land use classification because parcels of the
same land use, particularly single-family land use, tend
to cluster together. The similarity index compares par-
cel attributes with those of neighboring parcels. A study
by Wu, Silván-Cárdenas, and Wang (2007) has shown
that the parcel attribute of the standard deviation of
the building’s area provides the most separability among
land use classes among the twelve parcel attributes used.
Therefore, we computed the similarity index as the av-
erage difference of this parcel attribute with those of
contiguous parcels.

To investigate whether relevant housing and demo-
graphic statistics from the U.S. Census data can be
useful for detailed urban land use classification, we re-
viewed available census statistics at the census block
and block group levels. Based on relevant census statis-
tics at the finest scale available, we decided to incor-
porate five parcel attributes for land use classification:
number of parcels in located block, population density
of located block, housing unit occupancy rate of located
block, average units in structure of located block group,
and median family income of located block group.

Census blocks in urbanized neighborhoods are usu-
ally small and contain numerous parcels. In this study,
we tested the hypothesis that the parcel attribute of the
number of parcels in the located block (Table 2, 46) is
useful for land use classification.

Residential neighborhoods usually have higher pop-
ulation densities than nonresidential neighborhoods,
and multifamily neighborhoods usually have higher
population densities than single-family neighborhoods.
Therefore, we incorporated the parcel attribute of

population density of located block (Table 2, 47) for
land use classification.

Single-family housing units usually have a higher
housing unit occupancy rate than multifamily housing
units, and multifamily structures generally have more
units than single-family structures. Moreover, single-
family residents generally have higher median family
income than multifamily residents do. For these rea-
sons, the parcel attributes of housing unit occupancy
rate of located block, average units in structure of lo-
cated block group, and median family income of located
block group (Table 2, 48–50) were tested for land use
classification.

It is worth noting that census blocks, as well as block
groups, are generally much larger than parcels. For ex-
ample, 800 of the 1,398 census blocks in the study area
contain a number of parcels between twelve and thirty-
two (238 blocks contain between 1 and 11 parcels; 360
blocks contain between 33 and 330 parcels). As a re-
sult, census statistics at the block or block group level
may not be well applied to the parcel level. In other
words, the land use of a local parcel might not be rele-
vant to the census statistics of the local block or block
group.

Land Use Classification Based on Parcel Attributes

After obtaining the fifty parcel attributes, we ran-
domly selected half of the parcels from each land use
as training parcels to train classification algorithms and
the other half as testing parcels to assess classification
accuracy. Single-family land use made up a great major-
ity (approximately 88.6 percent) of the total number of
parcels (Table 1), which is mainly because of its small
parcel size and large coverage (approximately 40 per-
cent) of the study area (Figure 1). In fact, single-family
land use parcels make up approximately 90 percent of
the total land use parcels in Austin and cover approxi-
mately 50 percent of the area.

Because we are interested in how many parcels, in-
stead of how many land areas, are correctly classified
based on the fifty parcel attributes, we generated an ar-
tificial, fifty-band, 1-m resolution, fishnet image with
the number of pixels the same as the number of parcels
and the pixel values the same as the parcel attributes
to use for classification.2 This approach allows us to
efficiently test different classification algorithms on a
relatively small, artificial image.

We tested a variety of existing classification algo-
rithms, including parallelepiped, minimum distance,
Mahalanobis distance, maximum likelihood, spectral
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Table 3. Overall accuracy, quantity error, and location
error for different classification algorithms

Classification Overall Quantity Location
algorithm accuracy (%) error (%) error (%)

Decision tree 95.6 1.9 2.5
Neural network 88.6 11.4 0.0
Majority rule–based naive

model
88.6 11.4 0.0

Spatial dependence–based
naive model

79.4 0.2 20.4

Mahalanobis distance 78.8 11.7 9.5
Binary encoding 76.9 17.9 5.2
Parallelepiped 74.1 21.2 4.7
Minimum distance 71.6 23.1 5.3
Spectral angular mapper 66.9 27.6 5.5
Maximum likelihood 2.8 96.9 0.3

angular mapper, binary encoding, neural network, and
decision tree. In addition, we applied two baseline
models as the benchmark of comparison as described
earlier.

Accuracy Assessment of Classification
Results

Comparing different classification algorithms, the
decision tree algorithm has the highest overall accu-
racy of 95.6 percent; its location error and quantity
error are also relatively low (Figure 3 and Table 3). A
decision tree algorithm groups data into hierarchical
structures through recursive partitioning of predictor
variables into smaller, more homogeneous groups. Ac-
cording to McCauley and Goetz (2004), the advantage
of a decision tree algorithm is that it is capable of han-
dling both numeric and categorical inputs and it does
not require assumptions regarding the statistical prop-
erties of the input data. Because many of the parcel
attributes are not normally distributed (some were il-
lustrated in Wu, Silván-Cárdenas, and Wang 2007), it
is reasonable that a decision tree algorithm is effective
for land use classification.

The partitioning process in a decision tree algorithm
is based on predetermined decision rules. We generated
decision rules using the Quick, Unbiased, and Efficient
Statistical Tree (QUEST) algorithm (Loh 2005), which
examines all possible binary splits of the data along
each predictor variable to select the split that most
reduces node impurities (Loh and Shih 1997). We then
imported the generated decision rules into the decision

tree tool in ENVI software (ENVI 2007) to classify the
parcel image.

Table 3 shows that the decision tree classification
algorithm has a location error of 2.5 percent and
a quantity error of 1.9 percent. It indicates that if
the algorithm can improve specification of quantity,
then the overall accuracy could potentially increase by
1.9 percentage points. Also, given the specified quan-
tity of classes in the classified map, if the algorithm
can improve specification of location, the overall ac-
curacy could potentially increase by 2.5 percentage
points.

The majority rule–based naive model has a certain
amount of quantity error but no location error because
the model assigns all parcels as single-family land use
based on its naive assumption. Given that all parcels
are assigned as single-family land use, there is no
room to improve the specification of class location. In
contrast, the spatial dependence–based naive model
has relatively small quantity error (0.2 percent) and
large location error (20.4 percent). The small quantity
error is because the model assigns approximately the
same quantity of classes as in the training parcels to the
testing parcels based on its naive assumption; because
our sampling scheme is based on the 50–50 split
strategy, the model resulted in small error in specifying
class quantity for testing parcels. Furthermore, the
large location error of the spatial dependence–based
naive model indicates that the spatial dependence of
land use classes is relatively weak at the parcel level.

The neural network classification algorithm (as
well as the majority rule–based naive model) produces
the second highest overall accuracy. Interestingly, the
neural network algorithm has exactly the same classi-
fication results as from the majority rule–based naive
model that classified all parcels as single-family land
use. A neural network algorithm is a machine-learning
computer program that simulates the trial-and-error
learning process of human brains to generate optimal
network weights between variables and produce a
model for a given data set (NeuroDimension 2007).
Past studies have reported the effectiveness of a neural
network algorithm for land use and land cover classifi-
cation (Jensen, Qiu, and Patterson 2001; Seto and Liu
2003). As with the decision tree algorithm, the neural
network algorithm can work with categorical data and
does not make statistical assumptions. Nevertheless,
a neural network is a black box regarding the internal
decision process and, therefore, may be less preferred
than a decision tree algorithm that is based on clear,
specific decision rules.
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Figure 3. Classification results from a decision tree classification algorithm. The number of parcels is indicated in parentheses.
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Table 4. Confusion matrix by the number of parcels from the decision tree classification algorithm

Ground class

Classified class Sf Mf Com Off Ind Civ Open Tran Und Total

Single family (Sf) 14,591 21 120 70 17 23 2 0 1 14,845
Multifamily (Mf) 4 134 19 10 4 7 0 0 0 178
Commercial (Com) 28 37 456 86 52 26 3 1 0 689
Office (Off) 2 4 15 46 2 3 0 0 0 72
Industrial (Ind) 0 2 32 23 58 1 0 0 0 116
Civic (Civ) 0 4 1 1 3 15 1 0 0 25
Open space (Open) 1 0 0 0 0 0 106 10 18 135
Transportation (Tran) 0 0 0 0 0 0 3 28 3 34
Undeveloped (Und) 0 0 0 0 0 0 41 27 349 417
Total 14,626 202 643 236 136 75 156 66 371 16,511

Observing the confusion matrix (Table 4) and the
producer’s and user’s accuracy table (Figure 4) for
the decision tree classification algorithm, we see that
the single-family land use class has the highest pro-
ducer’s and user’s accuracies among all land use classes,
which can be explained by its characteristic and uniform
parcels that are small, rectangular, and contain only a
single low-rise building (Figure 2). Next to single-family
land use, undeveloped land use has the best classifica-
tion results, with both producer’s and user’s accuracies
above 80 percent. A large amount of undeveloped land
use parcels are distinguished by their small size, similar
to single-family land use parcels but without buildings
(Figure 2).

The confusion matrix shows that undeveloped land
use parcels have a high degree of confusion with open
space and transportation land use parcels, as most of
these parcels do not contain buildings. Particularly,
transportation land use has a large proportion (twenty-
seven of sixty-six) of its testing parcels misclassified into
undeveloped land use, which causes its relatively low

Figure 4. Producer’s and user’s accuracies by land use classes from
the decision tree classification algorithm. See Table 4 for land use
abbreviations.

producer’s accuracy (42 percent). Transportation land
use contains a number of land use subclasses (Table 1)
with dissimilar parcel attributes and is, therefore, rela-
tively difficult to classify. For example, the impervious
cover percentage can be quite low for railroad facilities
but relatively high for parking facilities.3 Land parcel
size can be quite small for a parking lot but relatively
large for a bus transfer center (Figure 2).

In contrast to undeveloped, open space, and trans-
portation land uses that usually do not have buildings
within land parcels, the land uses of single family, mul-
tifamily, commercial, office, industrial, and civic gen-
erally have one or more buildings within land parcels.
The confusion matrix shows that there is little con-
fusion between the building type of land use and the
nonbuilding type of land use. Among these six build-
ing types of land use, office, industrial, and civic land
uses have relatively low producer’s accuracy. The con-
fusion matrix shows that the low producer’s accuracies
are mainly due to confusion with the commercial land
use class. Commercial land use has the most subclasses
of land use classes (Table 1), and each land use subclass
can have very different parcel attributes. For example, a
commercial land use parcel containing numerous high-
rise shopping centers is considerably large, whereas a
commercial land use parcel containing a single low-rise
retail store is relatively small. This heterogeneous na-
ture of commercial land use causes its parcel attributes to
be similar to those of other land use and results in subse-
quent confusion in classification. As for why other land
uses tend to be misclassified into commercial land use
instead of the opposite, it is likely related to individual
land use characteristics and the nature of a decision tree
classification algorithm rather than the relatively large
number of commercial land use parcels compared to the
three easily misclassified land uses.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
a
t
 
B
u
f
f
a
l
o
,
 
t
h
e
 
S
t
a
t
e
 
U
n
i
v
e
r
s
i
t
y
 
o
f
 
N
e
w
 
Y
o
r
k
 
(
S
U
N
Y
)
]
 
A
t
:
 
2
1
:
0
8
 
1
5
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



92 Wu et al.

Of the six building types of land use, multifamily
land use has similarly high producer’s and user’s accu-
racies compared to commercial land use. However, in
contrast to commercial land use, multifamily land use
has the fewest subclasses of the six building types of
land use. The high classification accuracy of multifam-
ily land use can be explained by the fact that approx-
imately 79 percent of parcels within multifamily land
use contain apartments or condominiums, which have
relatively uniform building characteristics.

Comparison Among Parcel Attributes

To compare the ability of different parcel attributes
to separate land use classes, we conducted the signature
separability analysis (Wu, Silván-Cárdenas, and Wang
2007). A signature separability statistic indicates how
well two land use classes can be distinguished based on
specific parcel attributes. We used the signature separa-
bility statistic of Bhattacharrya (or Jeffries–Mastusuta)
distance (PCI Geomatics 2007) in this study. The mea-
sure is a real value between zero and two, where zero
indicates complete overlap between two classes and two
indicates a complete separation between the classes. We
calculated the average Bhattacharrya distance between
paired classes based on individual and combinations of
parcel attributes. The derived Bhattacharrya distance is
further rescaled to zero to one to provide a separability
measure that is easy to interpret (Table 5). The results
show that the separability measure based on all fifty
parcel attributes is 0.98, which is very close to a com-
plete separability measure of one. The ten geometrical
attributes of parcels (1–10) have a signature separability
measure (of 0.87) higher than that of the twenty-two
contextual attributes (0.78, 29–50), which further has
a higher separability measure than that of the eighteen
image-based textural attributes (0.66, 11–14).

Among the ten geometrical attributes, the eight
building-relevant attributes (3–10, with a separability
measure of 0.86) are more important than the other two
parcel geometry–based attributes (1 and 2, with a sepa-
rability measure of 0.43). Within the eight building-
relevant attributes, the three building area–related
attributes (4–6, with a separability measure of 0.81) are
the most important, next are the two building height–
related attributes (7 and 8, with a separability mea-
sure of 0.66), the two building shape–related attributes
(9 and 10, with a separability measure of 0.59), and
finally the building-number attribute (3, with a separa-
bility measure of 0.57).

Individually the fifteen image texture statistics (11–
25) provide relatively low separability measures (be-
tween 0.05 and 0.08), yet collectively they provide a
relatively high separability measure (of 0.62), which
indicates that semivariance texture statistics at differ-
ent lags have relatively distinctive capabilities for dis-
criminating among land use classes. In contrast, the
fifteen neighborhood building relational statistics (30–
44) have relatively overlapping capabilities for discrim-
inating between land use classes, because the separa-
bility measures for individual statistics (between 0.49
and 0.50) are not very different from their collective
separability measure (of 0.73).

The parcel attribute of the impervious cover per-
centage (28) has a separability measure (of 0.20) lower
than we expect, probably because many impervious
cover surfaces are covered under tree canopies and
cannot be correctly classified from aerial photographs.
Advanced methods for impervious cover classifica-
tion may be needed to accurately calculate this parcel
attribute.

The parcel attribute of the highest CFCC category
of nearby streets (29) has a relatively low separability
measure (0.11). Although many commercial land use
and multifamily land use parcels are close to major roads
(Figure 1), other land use classes do not necessarily
relate to this attribute.

The parcel attribute of the similarity index to neigh-
boring parcels does not have a high separability mea-
sure (of 0.31) as expected. Overall, parcels of the same
classes do not have similar similarity indexes or have
similarity indexes that are not distinctive from those of
other classes.

The five census statistics–based parcel attributes all
have relatively low separability measures, indicating
that the census statistics at the block or block group
levels cannot be effectively applied to the parcel level
for urban land use classification. More analyses need to
explore if these census housing and demographic analy-
ses are really related to urban land use by using land use
data at a spatial scale that is comparable to (or larger
than) the scales of census block or block groups.

Discussion

When compared with the study by Wu, Silván-
Cárdenas, and Wang (2007), this study improves the
overall accuracy by two percentage points and the kappa
coefficient by eight percentage points. In addition, the
producer’s accuracies for individual land use classes all
improved except for the commercial class (Figure 5).
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Table 5. The signature separability based on individual and combinations of parcel attributes

No. Parcel attribute Class separability

1 Parcel size 0.38 0.43 0.43 0.87 0.98
2 Parcel shape compactness 0.08
3 Number of buildings 0.57 0.57 0.86
4 Maximum building’s area 0.57 0.81
5 Standard deviation of the building’s area 0.66
6 Building-area percentage 0.48
7 Maximum building’s height 0.50 0.66
8 Standard deviation of the building’s height 0.53
9 Maximum building shape compactness 0.49 0.59

10 Standard deviation of building shape compactness 0.48
11 Image texture statistic at lag one 0.08 0.62 0.66 0.66
12 Image texture statistic at lag two 0.07
13 Image texture statistic at lag three 0.07
14 Image texture statistic at lag four 0.07
15 Image texture statistic at lag five 0.07
16 Image texture statistic at lag six 0.07
17 Image texture statistic at lag seven 0.06
18 Image texture statistic at lag eight 0.06
19 Image texture statistic at lag nine 0.06
20 Image texture statistic at lag ten 0.06
21 Image texture statistic at lag eleven 0.06
22 Image texture statistic at lag twelve 0.05
23 Image texture statistic at lag thirteen 0.05
24 Image texture statistic at lag fourteen 0.05
25 Image texture statistic at lag fifteen 0.05
26 Average NDVI 0.19 0.29
27 Standard deviation of NDVI 0.13
28 Impervious cover percentage 0.20 0.20
29 Highest CFCC category of nearby streets 0.11 0.11 0.78 0.78
30 Neighborhood building relational statistic at lag one 0.49 0.73
31 Neighborhood building relational statistic at lag two 0.49
32 Neighborhood building relational statistic at lag three 0.50
33 Neighborhood building relational statistic at lag four 0.50
34 Neighborhood building relational statistic at lag five 0.50
35 Neighborhood building relational statistic at lag six 0.50
36 Neighborhood building relational statistic at lag seven 0.50
37 Neighborhood building relational statistic at lag eight 0.51
38 Neighborhood building relational statistic at lag nine 0.51
39 Neighborhood building relational statistic at lag ten 0.51
40 Neighborhood building relational statistic at lag eleven 0.51
41 Neighborhood building relational statistic at lag twelve 0.51
42 Neighborhood building relational statistic at lag thirteen 0.50
43 Neighborhood building relational statistic at lag fourteen 0.50
44 Neighborhood building relational statistic at lag fifteen 0.50
45 Similarity index to neighboring parcels 0.31 0.31
46 Number of parcels in located block 0.04 0.29
47 Population density of located block 0.09
48 Housing unit occupancy rate of located block 0.02
49 Average units in structure of located block group 0.10
50 Median family income of located block group 0.03

Notes: NDVI = Normalized Difference Vegetation Index; CFCC = Census Feature Class Code.
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94 Wu et al.

Figure 5. Improvements of overall accuracy, kappa coefficient, and
producer’s accuracies of individual classes compared to the study by
Wu, Silván-Cárdenas, and Wang (2007). See Table 4 for land use
abbreviations.

Producer’s accuracies for six of the nine land use classes
improved more than five percentage points. Although
the accuracy improvements were achieved as the result
of increasing the classification attributes from twelve to
fifty, it is worth noting that many parcel attributes are
in fact the same properties presented in different statis-
tical forms (e.g., average NDVI and standard deviation
of NDVI) or the same types of statistics calculated with
different parameters (e.g., the image texture statistics
in fifteen different lags) based on theoretical reasons
of individual attributes. From this point of view, there
are only seventeen types of parcel attributes used for
land use classification. Nevertheless, incorporating the
same types of attributes in different statistical forms or
parameters is necessary to achieve a certain level of
classification accuracy because the signature separabil-
ity analysis indicated that all fifty parcel attributes play
a role in classifying land use (Table 5).

In reviewing past per field classification, we noted
that the field boundaries can be utilized in a preclassi-
fication stage, a postclassification stage, or both. This
study uses field boundaries in a preclassification stage
by first deriving GIS attributes of land parcels and then
classifying land use based on the parcel attributes. Fu-
ture research might use field boundaries in a postclassi-
fication stage to improve classification accuracy by, for
example, modifying preclassified land use classes based
on (additional) parcel attributes. Future studies may also
apply this per field classification approach to other geo-
graphic regions and test whether our findings regarding
the relative importance of different parcel attributes
for land use classification and the relative classifica-
tion accuracies between different land use classes are
consistent.

This study relies on different ancillary data sets to
obtain parcel attributes for land use classification. A
potential problem of spatial analysis of different data
sets is the mismatch of spatial precision and time frame
between data sets, and that will contribute to the final
classification error. For example, the road data and the
parcel data do not match precisely with the image data
and the building data in geographical locations, and the
road data are one year later than other data sets. Even
data sets from the same year still might not match well
with each other if they are updated at different times of
the year.

This study utilizes the digital boundary data of land
parcels from the TCAD for our per field land use clas-
sification. Land parcel boundary data for property tax
purposes are mostly available for urban areas. There-
fore, the major application area of the proposed land
use classification method is urban areas.

Many parcel attributes used in this study are derived
from existing GIS data that are produced through the
extensive human labor of manual digitizing and field
work, such as building footprints and road networks.
With the advancement of high-resolution remote sens-
ing data and data processing techniques, automatic ex-
traction of some of the GIS data and parcel attributes
are now possible. For example, building height can be
derived by analyzing the multiple return signals from
LIDAR data (Rottensteiner 2003; Luo and Gavrilova
2006). Building footprints and road networks may be
derived from IKONOS images using advanced feature
extraction techniques (Fraser, Baltsavias, and Gruen
2002; Kim et al. 2004).

The proposed classification approach may not be ap-
plicable to fast-growing urban areas in developing coun-
tries (where up-to-date land use maps are in eminent
need) because the required GIS data for land use clas-
sification are not readily available or too expensive to
collect. As for major urban areas in developed countries
(where land use data are available and accurate for most
parcels), producing a land use map using the proposed
method may not be desirable to city officials if it is more
feasible to produce an updated land use map based on
existing sources (such as the latest updated land use
map, appraisal records, and development records) in
conjunction with a certain amount of field check (as in
the case of Austin, Texas). On the other hand, com-
munities in metropolitan areas may be willing to spend
the money needed to acquire the GIS data to produce
land use maps for fast-growing areas considering the ad-
vantages of the proposed method as a relatively robust,
accurate, and efficient approach for updating land use
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data. In the long run, we expect the proposed land use
classification methods will be of practical use for lo-
cal government agencies when the required GIS data
become relatively accessible and more affordable.

Conclusions

This study presents a per field approach for detailed
urban land use classification based on land parcel at-
tributes derived from relevant GIS and remote sensing
data. Six building types of land use (single family, mul-
tifamily, commercial, office, industrial, and civic) and
three nonbuilding types of land use (open space, trans-
portation, and undeveloped) were classified based on
fifty parcel attributes, which include ten geometrical at-
tributes, eighteen image-based textural attributes, and
twenty-two contextual attributes. The signature separa-
bility analysis shows that the most important attributes
for land use classification are the eight building-relevant
geometrical attributes, and of those eight attributes the
three related to building areas are the most important.

Land use classification with a decision tree classifica-
tion algorithm has the highest overall accuracy of 95.6
percent and kappa coefficient of 0.78 percent, which
also has relatively low location error and quantity error
of 2.5 percent and 1.9 percent, respectively. Two naive,
baseline models based on the majority rule and the spa-
tial autocorrelation rule have overall accuracy of 88.6
percent and 79.4 percent, respectively.

The confusion matrix from the decision tree classi-
fication algorithm shows that there is not much classi-
fication confusion between building-type land use and
non-building-type land use. Of the six building types
of land use, single-family, multifamily, and commercial
land uses have relatively high classification accuracy.
Of the three nonbuilding types of land use, open space
and undeveloped land uses have relatively high clas-
sification accuracy. Of all the land use classes, single-
family land use can be most effectively distinguished
from other land use classes due to its characteristic and
uniform parcels. After single-family land use, undevel-
oped land use has the best classification results, with
both producer’s and user’s accuracies above 83 percent.
On the other hand, the decision tree classification algo-
rithm found it particularly challenging to classify office
and civic land uses accurately.

Digital image classification in remote sensing pro-
vides a systematic and efficient way to generate a land
use and land cover map. Urban land use classifica-
tion has a fundamental limitation in that some land

use classes are heterogeneous in nature or have similar
physical characteristics to others. As a result, misclassi-
fication and confusion among classes are unavoidable.
Although generally a land cover map with 85 percent
overall accuracy is considered valid and acceptable to
apply toward other applications, the accuracy require-
ment of an urban land use map used by local government
is commonly higher. Therefore, digital classification of
urban land use has low classification accuracy unaccept-
able to land use practioners. This study of urban land use
classification has achieved promising results. As classifi-
cation accuracy becomes better with the advancement
of feasible remote sensing and GIS data and techniques,
digital classification of urban land use is expected to
be a viable approach for real-world applications in the
future.
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Notes

1. Grandfathering is the practice of exempting current
rights holders from a new regulation or legal qualifi-
cation.

2. For computational convenience, all parcel attributes
are rescaled to a value between 0 and 65,535
(unsigned sixteen bit) before transforming to pixel
values.

3. The standard deviation of this parcel attribute for
transportation land use is indeed the highest among
all land use classes. See Wu, Silván-Cárdenas, and
Wang (2007) for details.
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