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#### Abstract

We consider a class of analytic subsets $\tilde{M}$ of an open neighborhood of the closed unit ball in $\mathbf{C}^{n}$. Such an $\tilde{M}$ gives rise to a submodule $\mathcal{R}$ and a quotient module $\mathcal{Q}$ of the Hardy module $H^{2}(S)$ on the unit sphere $S \subset \mathbf{C}^{n}$. We show that, as predicted by the geometric Arveson-Douglas conjecture, the quotient module $\mathcal{Q}$ is $p$-essentially normal for $p>d=\operatorname{dim}_{\mathbf{C}} \tilde{M}$. We further show that, more interestingly, the quotient module $\mathcal{Q}$ exhibits a behavior that is only found on the Bergman space and the Fock space: an operator $A$ in the Toeplitz algebra on $\mathcal{Q}$ is compact if and only if its Berezin transform vanishes near $\tilde{M} \cap S$.


## 1. Introduction

Let $S$ denote the unit sphere $\left\{z \in \mathbf{C}^{n}:|z|=1\right\}$ in $\mathbf{C}^{n}$. We write $d \sigma$ for the standard spherical measure on $S$, and we take the usual normalization $\sigma(S)=1$. The simplest way to introduce the Hardy space $H^{2}(S)$ is to say that it is the closure of $\mathbf{C}\left[z_{1}, \ldots, z_{n}\right]$ in $L^{2}(S, d \sigma)$. Nowadays, the Hardy space $H^{2}(S)$ is more commonly viewed as a Hilbert module over the ring of analytic polynomials $\mathbf{C}\left[z_{1}, \ldots, z_{n}\right]$, and the same is true for the other reproducing-kernel Hilbert spaces [7,11]. One of the reasons why we want to think of these spaces as modules over $\mathbf{C}\left[z_{1}, \ldots, z_{n}\right]$ is that where there are modules, there are submodules and quotient modules, which can be sources of very interesting and challenging problems. A good example of such problems is the Arveson-Douglas conjecture, which in recent years has been a very active area of research [3,6,12-15,18,22,28].

Suppose that $\mathcal{N}$ is either a submodule or a quotient module of the Hardy module $H^{2}(S)$. Let $P_{\mathcal{N}}: H^{2}(S) \rightarrow \mathcal{N}$ be the orthogonal projection. Then we have the module operators

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{N}, j}=P_{\mathcal{N}} M_{z_{j}} \mid \mathcal{N}, \quad j=1, \ldots, n, \tag{1.1}
\end{equation*}
$$

on $\mathcal{N}$. Recall that $\mathcal{N}$ is said to be $p$-essentially normal if all commutators $\left[\mathcal{Z}_{\mathcal{N}, i}^{*}, \mathcal{Z}_{\mathcal{N}, j}\right]$, $1 \leq i, j \leq n$, are in the Schatten class $\mathcal{C}_{p}$. The famous Arveson Conjecture [1,2] predicts that every graded submodule of the Drury-Arveson module is $p$-essentially normal for $p>n$. This was later refined by Douglas [10], who observed that in the case of the quotient module it should really be $p>d$, where $d$ is the complex dimension of the variety involved. This conforms with the common view that quotient modules are rather "small".

[^0]In this paper we consider a very specific class of submodules and quotient modules. Denote $\mathbf{B}=\left\{z \in \mathbf{C}^{n}:|z|<1\right\}$, the open unit ball in $\mathbf{C}^{n}$. Let $\tilde{M}$ be an analytic subset $[9]$ of an open neighborhood of $\overline{\mathbf{B}}$ with $1 \leq \operatorname{dim}_{\mathbf{C}} \tilde{M} \leq n-1$. We will assume that $\tilde{M}$ has no singular points on $S$ and that $\tilde{M}$ intersects $S$ transversely. Denote $M=\mathbf{B} \cap \tilde{M}$. Then we have a submodule

$$
\mathcal{R}=\left\{f \in H^{2}(S): f=0 \text { on } M\right\}
$$

of $H^{2}(S)$. The corresponding quotient module is

$$
\mathcal{Q}=H^{2}(S) \ominus \mathcal{R}
$$

Specialized to this particular setting, we have
Geometric Arveson-Douglas Conjecture. The quotient module $\mathcal{Q}$ is $p$-essentially normal for every $p>d=\operatorname{dim}_{\mathbf{C}} \tilde{M}$.

Since the Hardy module itself is $p$-essentially normal for $p>n$, the geometric ArvesonDouglas conjecture implies that the submodule $\mathcal{R}$ is $p$-essentially normal for $p>n$.

The analogous problem in the case of the Bergman module $L_{a}^{2}(\mathbf{B})$ was recently solved $[14,28]$. This gives us confidence that the geometric Arveson-Douglas conjecture for the Hardy module $H^{2}(S)$ can also be solved, although one should never take such things for granted. Our experience with the Bergman module $L_{a}^{2}(\mathbf{B})$ further tells us that it is the quotient module that holds the key to everything [16]. Therefore in this paper we will focus on $\mathcal{Q}$, which turns out to be the right decision.

Let us now discuss our results. First of all, the prediction of the geometric ArvesonDouglas conjecture is correct:
Theorem 1.1. The quotient module $\mathcal{Q}$ is p-essentially normal for every $p>d=\operatorname{dim}_{\mathbf{C}} \tilde{M}$.
Let $Q$ denote the orthogonal projection from $L^{2}(S, d \sigma)$ onto $\mathcal{Q}$. As it turns out, everything we do in this paper depends on getting a good handle on the projection $Q$. Even though an explicit integral formula for $Q$ is beyond reach, we manage to get the next best thing:
Theorem 1.2. There is a measure $\mu$ on $M$ such that the corresponding Toeplitz operator $T_{\mu}$ satisfies the operator inequality

$$
\begin{equation*}
c Q \leq T_{\mu} \leq C Q \tag{1.2}
\end{equation*}
$$

on $L^{2}(S, d \sigma)$ with coefficients $0<c \leq C<\infty$.
We remind the reader that the Toeplitz operator $T_{\mu}$ is defined by the formula

$$
\left(T_{\mu} h\right)(z)=\int_{M} \frac{h(w)}{(1-\langle z, w\rangle)^{n}} d \mu(w)
$$

$h \in H^{2}(S)$. Operator inequality (1.2) gives us enough control of the projection $Q$ to prove Theorem 1.1 and, more important, to do more.

Recall that the normalized reproducing kernel for $H^{2}(S)$ is given by the formula

$$
k_{z}(w)=\frac{\left(1-|z|^{2}\right)^{n / 2}}{(1-\langle w, z\rangle)^{n}}
$$

$z \in \mathbf{B}$ and $w \in \overline{\mathbf{B}}$. From the reproducing property of the kernel it is easy to see that $\mathcal{Q}$ is the closure of the linear span of $\left\{k_{z}: z \in M\right\}$.

Since we have a projection $Q$, we can mimic the definition of the standard Toeplitz operators to define "Toeplitz operators for the quotient module $\mathcal{Q}$ ". That is, for each $f \in L^{\infty}(S, d \sigma)$, we define

$$
Q_{f}=Q M_{f} \mid \mathcal{Q}
$$

We think of $Q_{f}$ as a Toeplitz operator for the quotient module $\mathcal{Q}$. Let $\mathcal{T} \mathcal{Q}$ be the $C^{*}-$ algebra generated by $\left\{Q_{f}: f \in L^{\infty}(S, d \sigma)\right\}$. Obviously, $\mathcal{T} \mathcal{Q}$ is the proper analogue on $\mathcal{Q}$ of the usual Toeplitz algebra. Our next result is at least somewhat unexpected:

Theorem 1.3. Let $A \in \mathcal{T} \mathcal{Q}$. If

$$
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0,
$$

then $A$ is a compact operator.
We say that this is "at least somewhat unexpected" because, previously, results of this genre have only been proven on the Bergman space and the Fock space [4,5,21,27,29,31]. What is more, this particular compactness criterion is known to fail for operators in the Toeplitz algebra $\mathcal{T}$ on the one-variable Hardy space $H^{2}$ [19, Section 2]. That notwithstanding, on the quotient module $\mathcal{Q}$ of the Hardy module $H^{2}(S)$, we have Theorem 1.3!

The original purpose of the Arveson-Douglas conjecture is to see how much of the operator theory on the standard reproducing kernel Hilbert spaces, such as the Bergman space, the Hardy space and the Drury-Arveson space, can be established on these submodules and quotient modules, and to explore what is new on these submodules and quotient modules. Thus Theorem 1.3 fits the context of the Arveson-Douglas conjecture very nicely.

The rest of the paper is organized as follows. In Section 2 we first record the precise definitions of $\tilde{M}, M, \mathcal{R}, \mathcal{Q}$ etc. We then introduce for each $z \in M$ near $S$ the modified tangent space $T_{z}^{\text {mod }}$, which is a copy of $\mathbf{C}^{d}$. The rest of Section 2 contains local analysis on $M$, which includes the Forelli-Rudin estimates on $M$ and more. Basically, the use of $T_{z}^{\text {mod }}$ allows us to convert the local analysis on $M$ to analysis on $\mathbf{C}^{d}$.

Section 3 is devoted to the proof of Theorem 1.2, where the reader will see the precise definition of the measure $\mu$. One can consider Section 4 as an operator version of the atomic decomposition for the quotient module $\mathcal{Q}$. More specifically, in Section 4 we introduce two classes of operators on $\mathcal{Q}, \mathcal{D}_{0}$ and $\mathcal{D}$, both of which consist of discrete sums constructed from normalized reproducing kernel over lattices in $M$, but $\mathcal{D}_{0} \subset \mathcal{D}$. In Proposition 4.3 we show that $T_{\mu}$ can be approximated in operator norm by operators in $\operatorname{span}\left(\mathcal{D}_{0}\right)$, which is the
atomic decomposition for $\mathcal{Q}$. As consequences of Proposition 4.3, we obtain a compactness test on $\mathcal{Q}$ and a membership test for $C^{*}(\mathcal{D})$, the $C^{*}$-algebra generated by $\mathcal{D}$. Both of these tests will be needed in the proof of Theorem 1.3.

The main result in Section 5 is Lemma 5.3 , which says in a very precise way that the operators in $C^{*}(\mathcal{D})$ are localized. With Lemma 5.3 and a lot more work, in Section 6 we show that for $A \in C^{*}(\mathcal{D})$, if

$$
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0
$$

then $A$ is a compact operator. Then in Section 7, we complete the proof of Theorem 1.3 by showing that $\mathcal{T} \mathcal{Q} \subset C^{*}(\mathcal{D})$.

Finally, Section 8 contains the proof of Theorem 1.1, where Proposition 4.3 also plays an essential role.

## 2. Local estimates

We begin with the Bergman-metric structure of the ball. As usual, we write $\beta$ for the Bergman metric on $\mathbf{B}$. That is,

$$
\beta(z, w)=\frac{1}{2} \log \frac{1+\left|\varphi_{z}(w)\right|}{1-\left|\varphi_{z}(w)\right|}, \quad z, w \in \mathbf{B} .
$$

We recall that the Möbius transform $\varphi_{z}$ is given by the formula

$$
\begin{equation*}
\varphi_{z}(w)=\frac{1}{1-\langle w, z\rangle}\left\{z-\frac{\langle w, z\rangle}{|z|^{2}} z-\left(1-|z|^{2}\right)^{1 / 2}\left(w-\frac{\langle w, z\rangle}{|z|^{2}} z\right)\right\} \tag{2.1}
\end{equation*}
$$

when $z \neq 0$, and $\varphi_{0}(w)=-w$. For each $z \in \mathbf{B}$ and each $a>0$, we define the corresponding $\beta$-ball $D(z, a)=\{w \in \mathbf{B}: \beta(z, w)<a\}$.

Definition 2.1. (i) Let $a$ be a positive number. A subset $\Gamma$ of $\mathbf{B}$ is said to be $a$-separated if $D(z, a) \cap D(w, a)=\emptyset$ for all distinct elements $z, w$ in $\Gamma$.
(ii) A subset $\Gamma$ of $\mathbf{B}$ is simply said to be separated if it is $a$-separated for some $a>0$.

Next let us give the precise definitions of the analytic sets, submodules and quotient modules that we consider in this paper.

Definition 2.2. [9] Let $\Omega$ be a complex manifold. A set $A \subset \Omega$ is called a complex analytic subset of $\Omega$ if for each point $a \in \Omega$ there are a neighborhood $U$ of $a$ and functions $f_{1}, \cdots, f_{N}$ analytic in this neighborhood such that

$$
A \cap U=\left\{z \in U: f_{1}(z)=\cdots=f_{N}(z)=0\right\}
$$

A point $a \in A$ is called regular if there is a neighborhood $U$ of $a$ in $\Omega$ such that $A \cap U$ is a complex submanifold of $\Omega$. A point $a \in A$ is called a singular point of $A$ if it is not regular.

Definition 2.3. Let $Y$ be a manifold and let $X, Z$ be submanifolds of $Y$. We say that the submanifolds $X$ and $Z$ intersect transversely if for every $x \in X \cap Z, T_{x}(X)+T_{x}(Z)=T_{x}(Y)$.

Assumption 2.4. Let $\tilde{M}$ be an analytic subset in an open neighborhood of the closed ball $\overline{\mathbf{B}}$. Furthermore, $\tilde{M}$ satisfies the following conditions:
(1) $\tilde{M}$ intersects $\partial \mathbf{B}$ transversely.
(2) $\tilde{M}$ has no singular points on $\partial \mathbf{B}$.
(3) $\tilde{M}$ is of pure dimension $d$, where $1 \leq d \leq n-1$.

Note that condition (3) implies that $\tilde{M}$ has no isolated singularities in B. The reader will see that our work actually allows a condition that is slightly broader than condition (3). In fact, we could allow $\tilde{M}$ to be the union of components $\tilde{C}_{1}, \ldots, \tilde{C}_{m}$, where $\operatorname{dim}_{\mathbf{C}} \tilde{C}_{i}=d_{i}$ for each $1 \leq i \leq m$, with each $d_{i}$ satisfying $1 \leq d_{i} \leq n-1$. But for simplicity, we have decided to go with a single complex dimension $d$, as stated in (3).

Thus we emphasize that Assumption 2.4 will always be in force for the rest of the paper. Given such an $\tilde{M}$, we fix $M, \mathcal{R}, \mathcal{Q}$ and $Q$ as follows.
Notation 2.5. (a) Let $M=\tilde{M} \cap \mathbf{B}$.
(b) Denote $\mathcal{R}=\left\{f \in H^{2}(S): f=0\right.$ on $\left.M\right\}$.
(c) Denote $\mathcal{Q}=H^{2}(S) \ominus \mathcal{R}$.
(d) Let $Q$ be the orthogonal projection from $L^{2}(S, d \sigma)$ onto $\mathcal{Q}$.

For $z \in \mathbf{C}^{n}$ and $r>0$, denote

$$
B(z, r)=\left\{w \in \mathbf{C}^{n}:|z-w|<r\right\} .
$$

By Assumption 2.4, there is an $s \in(0,1)$ such that

$$
\mathcal{M}=\{z \in \tilde{M}: 1-s<|z|<1+s\}
$$

is a complex manifold of complex dimension $d$ and of finite volume. Thus

$$
K=\{z \in \tilde{M}: 1-(s / 2) \leq|z| \leq 1\}
$$

is a compact subset of the complex manifold $\mathcal{M}$. By the standard facts known about such a pair of $\mathcal{M}$ and $K$, for which we cite $[23,24,25]$ as general references, the statements we make below hold true with constants that are independent of $z \in K$.

For each $z \in K$, let $T_{z}$ be the tangent space to $\mathcal{M}$ at the point $z$, viewed as a natural subspace of $\mathbf{C}^{n}$. Then there are $a>0$ and $b>0$ such that for each $z \in K$, there is a map

$$
G_{z}: T_{z} \cap B(0, a) \rightarrow \mathcal{M}
$$

that biholomorphically maps $T_{z} \cap B(0, a)$ onto an open subset of $\mathcal{M}$ with the properties that $G_{z}(0)=z$ and that

$$
\begin{equation*}
\left\{G_{z}(w): w \in T_{z} \cap B(0, a)\right\} \supset \mathcal{M} \cap B(z, b) \tag{2.2}
\end{equation*}
$$

Let $D G_{z}$ be the complex derivative of $G_{z}$. For each $w \in T_{z} \cap B(0, a)$, we have the local Taylor expansion

$$
\begin{equation*}
G_{z}(w+u)=G_{z}(w)+\left(D G_{z}\right)(w) u+\int_{0}^{1}\left\{\left(D G_{z}\right)(w+t u)-\left(D G_{z}\right)(w)\right\} u d t \tag{2.3}
\end{equation*}
$$

$w+u \in T_{z} \cap B(0, a)$. In particular, at the point $w=0$ we have

$$
T_{z}=\left(D G_{z}\right)(0) T_{z}
$$

and

$$
\begin{equation*}
G_{z}(u)=z+\left(D G_{z}\right)(0) u+\int_{0}^{1}\left\{\left(D G_{z}\right)(t u)-\left(D G_{z}\right)(0)\right\} u d t \text { for } \quad u \in T_{z} \cap B(0, a) \tag{2.4}
\end{equation*}
$$

Reducing the values of $a$ and $b$ if necessary, we may assume that there are constants $0<\alpha \leq \beta<\infty$ such that for $w \in T_{z} \cap B(0, a)$, the linear transformation inequality

$$
\begin{equation*}
\alpha \leq\left(D G_{z}\right)^{*}(w)\left(D G_{z}\right)(w) \leq \beta \tag{2.5}
\end{equation*}
$$

holds on $T_{z}$.
For each $z \in K$, let $p_{z}$ be the orthogonal projection of $z$ on $T_{z}$. Condition (1) in Assumption 2.4 says that if $z \in \tilde{M} \cap S$, then $p_{z} \neq 0$. Thus, reducing the value of $s \in(0,1)$ if necessary, we may assume that $p_{z} \neq 0$ for every $z \in K$. Thus for each $z \in K$,

$$
T_{z}^{\perp}=\left\{u \in T_{z}:\left\langle u, p_{z}\right\rangle=0\right\}
$$

is a linear subspace of $T_{z}$ of dimension $d-1$. As a subspace of $\mathbf{C}^{n}, T_{z}^{\perp}$ is orthogonal to $z$.
Definition 2.6. (a) For each $z \in K$, we define

$$
T_{z}^{\bmod }=T_{z}^{\perp} \oplus\{\xi z: \xi \in \mathbf{C}\}
$$

which we consider as the modified complex tangent space at $z$.
(b) For each $z \in K$, let $P_{z}$ be the orthogonal projection from $\mathbf{C}^{n}$ onto $T_{z}^{\bmod }$.

Lemma 2.7. There exist $b_{0}>0$ and $c_{0}>0$ such that for every $z \in K, P_{z}$ is a biholomorphic map from $\mathcal{M} \cap B\left(z, b_{0}\right)$ onto an open set in $T_{z}^{\bmod }$ that contains $T_{z}^{\bmod } \cap B\left(z, c_{0}\right)$.
Proof. By (2.4), for $z \in K$ we can write

$$
G_{z}(w)=z+\left(D G_{z}\right)(0) w+H_{z}(w)
$$

$w \in T_{z} \cap B(0, a)$. We now make a change of variable on $T_{z}$. That is, we define

$$
\begin{equation*}
\tilde{G}_{z}(w)=z+w+\tilde{H}_{z}(w), \quad \text { where } \quad \tilde{H}_{z}(w)=H_{z}\left(\left(D G_{z}\right)^{-1}(0) w\right) \tag{2.6}
\end{equation*}
$$

for $w \in\left(D G_{z}\right)(0)\left\{T_{z} \cap B(0, a)\right\}$. We have $\tilde{G}_{z}(0)=z$. By (2.4), (2.5), the mapping properties of $G_{z}$, and the compactness of $K$, there is an $a_{1}>0$ such that $\tilde{G}_{z}$ biholomorphically maps $T_{z} \cap B\left(0, a_{1}\right)$ onto an open subset of $\mathcal{M}$. For each $z \in K$, define

$$
F_{z}(w)=P_{z} \tilde{G}_{z}(w)
$$

for $w \in T_{z} \cap B\left(0, a_{1}\right)$. Obviously, $F_{z}(0)=P_{z} \tilde{G}_{z}(0)=P_{z} z=z$. We claim that there is an $a_{0} \in\left(0, a_{1}\right)$ such that for each $z \in K, F_{z}$ is a biholomorphic map between $T_{z} \cap B\left(0, a_{0}\right)$ and an open set in $T_{z}^{\text {mod }}$.

To find such an $a_{0}$, we define $v_{z}=p_{z} /\left|p_{z}\right|$. Then every $w \in T_{z}$ has the orthogonal decomposition $w=\xi v_{z}+u$, where $\xi \in \mathbf{C}$ and $u \in T_{z}^{\perp}$. For a pair of $\xi \in \mathbf{C}$ and $u \in T_{z}^{\perp}$, if $|\xi|^{2}+|u|^{2}<a_{1}^{2}$, then

$$
F_{z}\left(\xi v_{z}+u\right)=z+\left(\left|p_{z}\right| /|z|\right) \xi e_{z}+u+P_{z} \tilde{H}_{z}\left(\xi v_{z}+u\right), \quad \text { where } e_{z}=z /|z| .
$$

From (2.6) and (2.4) we see that $\left(D P_{z} \tilde{H}_{z}\right)(w)=O(|w|)$. Using Taylor expansion again, we see that are $a_{0} \in\left(0, a_{1}\right)$ and $\delta>0$ such that

$$
\left|F_{z}(w)-F_{z}\left(w^{\prime}\right)\right| \geq \delta\left|w-w^{\prime}\right| \quad \text { for } w, w^{\prime} \in T_{z} \cap B\left(0, a_{0}\right)
$$

By the standard inverse mapping theorem, $F_{z}$ is biholomorphic on $T_{z} \cap B\left(0, a_{0}\right)$. Since $\tilde{G}_{z}$ is biholomorphic on $T_{z} \cap B\left(0, a_{1}\right)$, by the standard open mapping theorem and the compactness of $K$, there is a $b_{0}>0$ such that

$$
\begin{equation*}
\left\{\tilde{G}_{z}(w): w \in T_{z} \cap B\left(0, a_{0}\right)\right\} \supset \mathcal{M} \cap B\left(z, b_{0}\right) \tag{2.7}
\end{equation*}
$$

for every $z \in K$. Hence $P_{z}$ is biholomorphic on $\mathcal{M} \cap B\left(z, b_{0}\right)$. The existence of $c_{0}>0$ is obtained by applying the open mapping theorem to the map $P_{z}$ on $\mathcal{M} \cap B\left(z, b_{0}\right)$.

For $z \in K$, let $I_{z}: T_{z}^{\bmod } \cap B\left(z, c_{0}\right) \rightarrow \mathcal{M}$ be the inverse of $P_{z}$. For $x \in T_{z}^{\bmod } \cap B\left(z, c_{0}\right)$, the relation $P_{z} I_{z}(x)=x$ leads to

$$
\begin{equation*}
I_{z}(x)=x+h_{z}(x), \quad \text { where } \quad h_{z}(x)=I_{z}(x)-P_{z} I_{z}(x) \tag{2.8}
\end{equation*}
$$

That is, for each $z \in K, h_{z}$ maps $T_{z}^{\bmod } \cap B\left(z, c_{0}\right)$ into $\mathbf{C}^{n} \ominus T_{z}^{\bmod }$. We now fix a $0<c_{1}<c_{0}$ By the analysis in the proof of Lemma 2.7, there are constants $0<\alpha\left(c_{1}\right) \leq \beta\left(c_{1}\right)<\infty$ such that the operator inequality

$$
\begin{equation*}
\alpha\left(c_{1}\right) \leq\left(D I_{z}\right)^{*}(x)\left(D I_{z}\right)(x) \leq \beta\left(c_{1}\right) \tag{2.9}
\end{equation*}
$$

holds on the linear space $T_{z}^{\bmod }$ for all $z \in K$ and $x \in T_{z}^{\bmod } \cap B\left(z, c_{1}\right)$. Applying the standard open mapping theorem, there is a $0<b_{1}<b_{0}$ such that

$$
\begin{equation*}
\left\{I_{z}(x): x \in T_{z}^{\bmod } \cap B\left(z, c_{1}\right)\right\} \supset \mathcal{M} \cap B\left(z, b_{1}\right) \tag{2.10}
\end{equation*}
$$

Lemma 2.8. There is a constant $0<C_{2.8}<\infty$ such that for every $z \in K$, if $u \in$ $T_{z}^{\perp} \cap B\left(0, c_{1}\right)\left(c f\right.$. Definition 2.6), then $\left|h_{z}(z+u)\right| \leq C_{2.8}|u|^{2}$.

Proof. Let such a pair of $z$ and $u$ be given. By (2.6) and (2.7), there is a $w \in T_{z} \cap B\left(0, a_{0}\right)$ such that $I_{z}(z+u)=\tilde{G}_{z}(w)$. Thus

$$
z+u=P_{z} I_{z}(z+u)=P_{z} \tilde{G}_{z}(w)=z+P_{z} w+P_{z} \tilde{H}_{z}(w)
$$

We can write $w$ in the form $w=\xi v_{z}+\eta$ for some $\xi \in \mathbf{C}$ and $\eta \in T_{z}^{\perp}$. Hence $P_{z} w=$ $\xi\left\langle v_{z}, e_{z}\right\rangle e_{z}+\eta$. Substituting this in the above, we find that

$$
u=\xi\left\langle v_{z}, e_{z}\right\rangle e_{z}+\eta+P_{z} \tilde{H}_{z}\left(\xi v_{z}+\eta\right) .
$$

Taking the inner product with $v_{z}$ on both sides and solving for $\xi$, we obtain

$$
\begin{equation*}
\xi=-\left\langle P_{z} \tilde{H}_{z}\left(\xi v_{z}+\eta\right), v_{z}\right\rangle /\left|\left\langle v_{z}, e_{z}\right\rangle\right|^{2} \tag{2.11}
\end{equation*}
$$

By (2.4) we have $\tilde{H}_{z}(x)=O\left(|x|^{2}\right)$. Thus when $|\xi|$ and $|\eta|$ are small enough, in order for (2.11) to hold, we have to have $|\xi| \leq|\eta|$ at the very least. Consequently, $\xi=O\left(|\eta|^{2}\right)$ and $u-\eta=O\left(|\eta|^{2}\right)$. Thus $|\eta|=O(|u|)$ and $\xi=O\left(|u|^{2}\right)$. We have

$$
\begin{aligned}
z+u+h_{z}(z+u) & =I_{z}(z+u)=\tilde{G}_{z}(w)=z+\xi v_{z}+\eta+\tilde{H}_{z}(w) \\
& =z+\xi\left(v_{z}-\left\langle v_{z}, e_{z}\right\rangle e_{z}\right)+u+\tilde{H}_{z}(w)-P_{z} \tilde{H}_{z}(w)
\end{aligned}
$$

That is,

$$
h_{z}(z+u)=\xi\left(v_{z}-\left\langle v_{z}, e_{z}\right\rangle e_{z}\right)+\tilde{H}_{z}(w)-P_{z} \tilde{H}_{z}(w)
$$

Since $|\xi| \leq|\eta|$, we have $\tilde{H}_{z}(w)=O\left(|w|^{2}\right)=O\left(\left|\xi v_{z}+\eta\right|^{2}\right)=O\left(|\eta|^{2}\right)=O\left(|u|^{2}\right)$. This completes the proof.

Lemma 2.9. (1) Let $r>0$ be given. For each $\epsilon>0$, there is a $\delta=\delta(r, \epsilon) \in(0,1)$ such that if $z \in K$ satisfies the condition $1-\delta \leq|z|<1$, then the inequality

$$
\beta\left(w, P_{z} w\right) \leq \epsilon
$$

holds for every $w \in D(z, r) \cap \mathcal{M}$.
(2) Let $z \in M \cap K$ and $r>0$ be such that $D(z, r / 2) \subset B\left(z, c_{0}\right)$ and $\beta\left(w, P_{z} w\right) \leq r / 3$ for every $w \in D(z, 2 r) \cap M$. Then $I_{z}\left(D(z, r / 2) \cap T_{z}^{\bmod }\right) \subset D(z, r) \cap M$.

Proof. (1) We know that for a fixed $r>0$, the Euclidean diameter of $D(z, r)$ tends to 0 as $|z| \uparrow 1$. By (2.10), for $z \in \mathbf{B} \cap \mathcal{M}$ that is sufficiently close to $S$, once a $w \in D(z, r) \cap \mathcal{M}$ is given, we can write it in the form $w=I_{z}(x)$ for some $x \in T_{z}^{\bmod } \cap B\left(z, c_{1}\right)$. We have $x=P_{z} I_{z}(x)=P_{z} w$. That is, $w=I_{z}\left(P_{z} w\right)=P_{z} w+h_{z}\left(P_{z} w\right)$.

Now (2.1) gives us

$$
\varphi_{P_{z} w}(w)=-\left(1-\left|P_{z} w\right|^{2}\right)^{-1 / 2}\left(w-P_{z} w\right)=-\left(1-\left|P_{z} w\right|^{2}\right)^{-1 / 2} h_{z}\left(P_{z} w\right)
$$

We have $P_{z} w=\left\langle w, e_{z}\right\rangle e_{z}+u$, where $e_{z}=z /|z|$ and $u \in T_{z}^{\perp}$. If we set $\zeta=z+u$, then

$$
\left|\varphi_{P_{z} w}(w)\right| \leq\left(1-|w|^{2}\right)^{-1 / 2}\left\{\left|h_{z}\left(P_{z} w\right)-h_{z}(\zeta)\right|+\left|h_{z}(\zeta)\right|\right\} .
$$

Since $\zeta=z+u$ with $u \in T_{z}^{\perp}$, Lemma 2.8 tells us that

$$
\left|h_{z}(\zeta)\right| \leq C_{2.8}|u|^{2}=C_{2.8}\left|P_{z} w-\left\langle w, e_{z}\right\rangle e_{z}\right|^{2} \leq C_{2.8}\left|w-\left\langle w, e_{z}\right\rangle e_{z}\right|^{2}
$$

On the other hand, we obviously have

$$
\left|h_{z}\left(P_{z} w\right)-h_{z}(\zeta)\right| \leq C_{1}\left|P_{z} w-\zeta\right|=C_{1}\left|\left\langle w, e_{z}\right\rangle e_{z}-z\right|
$$

Therefore

$$
\begin{equation*}
\left|\varphi_{P_{z} w}(w)\right| \leq C_{2}\left(1-|w|^{2}\right)^{-1 / 2}\left\{\left|z-\left\langle w, e_{z}\right\rangle e_{z}\right|+\left|w-\left\langle w, e_{z}\right\rangle e_{z}\right|^{2}\right\} . \tag{2.12}
\end{equation*}
$$

Using (2.1) again, we have

$$
\frac{\left|z-\left\langle w, e_{z}\right\rangle e_{z}\right|}{|1-\langle w, z\rangle|} \leq\left|\varphi_{z}(w)\right| \leq 1
$$

Combining this with the well-known identity

$$
1-\left|\varphi_{z}(w)\right|^{2}=\frac{\left(1-|z|^{2}\right)\left(1-|w|^{2}\right)}{|1-\langle w, z\rangle|^{2}}
$$

[26, Theorem 2.2.2], we obtain

$$
\begin{equation*}
\frac{\left|z-\left\langle w, e_{z}\right\rangle e_{z}\right|}{\left(1-|w|^{2}\right)^{1 / 2}} \leq \frac{\left(1-|z|^{2}\right)^{1 / 2}}{\left(1-\left|\varphi_{z}(w)\right|^{2}\right)^{1 / 2}} \tag{2.13}
\end{equation*}
$$

Similarly, from (2.1) we obtain

$$
\frac{1-|z|^{2}}{|1-\langle w, z\rangle|^{2}}\left|w-\left\langle w, e_{z}\right\rangle e_{z}\right|^{2} \leq\left|\varphi_{z}(w)\right|^{2} \leq 1
$$

Consequently

$$
\frac{\left|w-\left\langle w, e_{z}\right\rangle e_{z}\right|^{2}}{\left(1-|w|^{2}\right)^{1 / 2}} \leq \frac{\left(1-|w|^{2}\right)^{1 / 2}}{1-\left|\varphi_{z}(w)\right|^{2}} \leq C(r) \frac{\left(1-|z|^{2}\right)^{1 / 2}}{1-\left|\varphi_{z}(w)\right|^{2}}
$$

where the second $\leq$ follows from the fact that $\beta(z, w)<r$. Combining this with (2.13) and (2.12), we obtain the inequality

$$
\begin{equation*}
\left|\varphi_{P_{z} w}(w)\right| \leq C_{3}(r) \frac{\left(1-|z|^{2}\right)^{1 / 2}}{1-\left|\varphi_{z}(w)\right|^{2}} \tag{2.14}
\end{equation*}
$$

The condition $\beta(z, w)<r$ obviously means that $1-\left|\varphi_{z}(w)\right|^{2} \geq c(r)$ for some $c(r)>0$ that depends only on $r$. Substituting this lower bound in (2.14), (1) is proved.
(2) Suppose that there were some $x^{*} \in D(z, r / 2) \cap T_{z}^{\bmod }$ such that $\beta\left(z, I_{z}\left(x^{*}\right)\right) \geq r$. We will show that this leads to a contradiction. Since $x^{*} \in D(z, r / 2) \cap T_{z}^{\bmod }$, there is a geodesic $\gamma:[0,1] \rightarrow D(z, r / 2) \cap T_{z}^{\bmod }$ with respect to the Bergman metric on $T_{z}^{\bmod }$ such that $\gamma(0)=z$ and $\gamma(1)=x^{*}$. Since $\beta\left(z, I_{z}(\gamma(1))\right)=\beta\left(z, I_{z}\left(x^{*}\right)\right) \geq r$, there is a $t_{0} \in[0,1]$ such that $\beta\left(z, I_{z}\left(\gamma\left(t_{0}\right)\right)\right)=r$. By the assumption on $z$ and $r$, we have

$$
\beta\left(I_{z}\left(\gamma\left(t_{0}\right)\right), \gamma\left(t_{0}\right)\right)=\beta\left(I_{z}\left(\gamma\left(t_{0}\right)\right), P_{z} I_{z}\left(\gamma\left(t_{0}\right)\right)\right) \leq r / 3
$$

Therefore $\beta\left(z, \gamma\left(t_{0}\right)\right) \geq \beta\left(z, I_{z}\left(\gamma\left(t_{0}\right)\right)\right)-\beta\left(I_{z}\left(\gamma\left(t_{0}\right)\right), \gamma\left(t_{0}\right)\right) \geq r-(r / 3)=2 r / 3$, which contradicts the fact that $\gamma\left(t_{0}\right) \in D(z, r / 2)$.

For every $z \in K, T_{z}^{\bmod }$ is a $d$-dimensional linear subspace of $\mathbf{C}^{n}$. For convenience we will write $v$ for the natural volume measure on $T_{z}^{\bmod }$, even though for different $z \in K$ this may be a different linear subspace of $\mathbf{C}^{n}$. But since volume depends only on the Euclidean metric, which $T_{z}^{\text {mod }}$ inherits from $\mathbf{C}^{n}$, such a simplification of notation is justified.

For each $z \in K$, we have the Jacobian

$$
\begin{equation*}
J_{z}(x)=\operatorname{det}\left\{\left(D I_{z}\right)^{*}(x)\left(D I_{z}\right)(x)\right\}, \tag{2.15}
\end{equation*}
$$

$x \in T_{z}^{\bmod } \cap B\left(z, c_{1}\right)$. Let $v_{\mathcal{M}}$ denote the natural volume measure on $\mathcal{M}$. Suppose that $z \in K$ and $U$ is an open set in $\mathcal{M} \cap B\left(z, b_{1}\right)$. By (2.10), we have $P_{z} U \subset T_{z}^{\bmod } \cap B\left(z, c_{1}\right)$. For any positive, continuous function $f$ on $U$, we have

$$
\begin{equation*}
\int_{U} f(w) d v_{\mathcal{M}}(w)=\int_{P_{z} U} f\left(I_{z}(x)\right) J_{z}(x) d v(x) \tag{2.16}
\end{equation*}
$$

As we recall, this is in fact how volume is defined on $\mathcal{M}$.
In addition to the volume measure $v_{\mathcal{M}}$ on $\mathcal{M}$, we define the measure $v_{M}$ on $M=\tilde{M} \cap \mathbf{B}$ by the formula $v_{M}(E)=v_{\mathcal{M}}(E \cap \mathcal{M})$ for Borel sets $E \subset M$.

Lemma 2.10. Given any $a>0$ and $\kappa>-1$, there is a $0<C_{2.10}<\infty$ such that

$$
\int_{M} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w) \leq C_{2.10}
$$

for every $z \in M$.
Proof. (1) First we suppose that $z \in M \cap K$. Recalling (2.10), let $0<b_{2}<b_{1}$ be a number whose exact value will be determined below. With this $b_{2}$ we have

$$
\int_{M} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w)=A(z)+B(z)
$$

where

$$
\begin{aligned}
& A(z)=\int_{M \cap \mathcal{M} \cap B\left(z, b_{2}\right)} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{\mathcal{M}}(w) \quad \text { and } \\
& B(z)=\int_{M \backslash\left\{\mathcal{M} \cap B\left(z, b_{2}\right)\right\}} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w)
\end{aligned}
$$

We estimate $A(z)$ and $B(z)$ separately.
For $A(z)$, note that every $x \in T_{z}^{\bmod }$ has the representation $x=\left(\xi_{1}+i \xi_{2}\right) z+u$, where $\xi_{1}, \xi_{2} \in \mathbf{R}$ and $u \in T_{z}^{\perp}$. We will identify the vector $u$ with its real version. Then

$$
\left(|z| \xi_{1},|z| \xi_{2}, u\right)
$$

is a set of $2 d$-dimensional real coordinates for $x=\left(\xi_{1}+i \xi_{2}\right) z+u \in T_{z}^{\bmod } \cap B\left(z, c_{1}\right)$. Let $0<c_{2}<c_{1}$ be a number whose exact value will be determined below. Define

$$
U=\left\{\left(|z| \xi_{1},|z| \xi_{2}, u\right):\left(\xi_{1}+i \xi_{2}\right) z+u \in T_{z}^{\bmod } \cap B\left(z, c_{2}\right)\right\}
$$

and let $L$ be the $2 d$-dimensional real linear space that is the linear span of $U$. We now define the map

$$
F: U \rightarrow L
$$

by the formula

$$
\begin{equation*}
F\left(|z| \xi_{1},|z| \xi_{2}, u\right)=\left(1-\left|I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2},|z| \xi_{2}, u\right) \tag{2.17}
\end{equation*}
$$

We claim that if $c_{2}$ is small enough, then there are $0<\alpha \leq \beta<\infty$ such that

$$
\begin{equation*}
\left.\alpha \leq\left.\left|\frac{\partial}{\partial \xi_{1}}\right| I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2} \right\rvert\, \leq \beta \tag{2.18}
\end{equation*}
$$

for $\left(|z| \xi_{1},|z| \xi_{2}, u\right) \in U$. To prove this, we use (2.8), which tells us that $h_{z}(x) \perp x$. Hence

$$
\left|I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}=\left(\xi_{1}^{2}+\xi_{2}^{2}\right)|z|^{2}+|u|^{2}+\left|h_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}
$$

Consequently,

$$
\frac{\partial}{\partial \xi_{1}}\left|I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}=2 \xi_{1}|z|^{2}+\frac{\partial}{\partial \xi_{1}}\left|h_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}
$$

Since $P_{z} z=z$, we have $I_{z}(z)=z$, i.e., $h_{z}(z)=0$. Thus the second term on the right-hand side is of the form $O\left(\left|\left(\xi_{1}-1+i \xi_{2}\right) z+u\right|\right)$. For the first term on the right-hand side, recall that for this part we assume $z \in M \cap K$. Hence (2.18) holds if $c_{2}$ is small enough.

We now apply the inverse mapping theorem to $F$. Reducing the value of $c_{2}$ if necessary, we may assume that $F U$ is open and that the map $F: U \rightarrow F U$ is invertible. Furthermore, from (2.18) we deduce that there is a $0<C_{1}<\infty$ such that

$$
\begin{equation*}
\left|\operatorname{det}\left\{\left(D F^{-1}\right)(y)\right\}\right| \leq C_{1} \quad \text { for every } \quad y \in F U \tag{2.19}
\end{equation*}
$$

where $F^{-1}: F U \rightarrow U$ is the inverse of $F$.
With $c_{2}$ determined in the above, the open mapping theorem provides a $0<b_{2}<b_{1}$ such that

$$
\begin{equation*}
\left\{I_{z}(x): x \in T_{z}^{\bmod } \cap B\left(z, c_{2}\right)\right\} \supset \mathcal{M} \cap B\left(z, b_{2}\right) \tag{2.20}
\end{equation*}
$$

We emphasize that these constants are determined by the property of the manifold $\mathcal{M}$ and are independent of the $z \in K$ that we are considering.

Having found the desired $b_{2}$, we will now estimate $A(z)$. By (2.20), there is an open set $V(z) \subset T_{z}^{\bmod } \cap B\left(z, c_{2}\right)$ such that $I_{z} V(z)=M \cap \mathcal{M} \cap B\left(z, b_{2}\right)$. By (2.16), we have (2.21)

$$
A(z)=\int_{I_{z} V(z)} \Phi(w) d v_{\mathcal{M}}(w)=\int_{V(z)} \Phi\left(I_{z}(x)\right) J_{z}(x) d v(x) \leq C_{2} \int_{V(z)} \Phi\left(I_{z}(x)\right) d v(x)
$$

where

$$
\Phi(w)=\frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}}
$$

Let $x=\left(\xi_{1}+i \xi_{2}\right) z+u \in T_{z}^{\bmod } \cap B\left(z, c_{2}\right)$, where $\xi_{1}, \xi_{2} \in \mathbf{R}$ and $u \in T_{z}^{\perp}$. By (2.8), we have

$$
\left|z-I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}=\left|\left(1-\xi_{1}-i \xi_{2}\right) z\right|^{2}+|u|^{2}+\left|h_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}
$$

and $\left\langle I_{z}(x), z\right\rangle=\langle x, z\rangle$. Thus from the identity

$$
4|1-\langle w, z\rangle|^{2}=\left(1-|z|^{2}+1-|w|^{2}+|z-w|^{2}\right)^{2}+4(\operatorname{Im}\langle w, z\rangle)^{2}
$$

we deduce

$$
\begin{equation*}
8\left|1-\left\langle I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right), z\right\rangle\right| \geq 1-|z|^{2}+1-\left|I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right|^{2}+|u|^{2}+2\left|\xi_{2}\right||z|^{2} \tag{2.22}
\end{equation*}
$$

On the linear space $L$ we define the function

$$
G\left(t,|z| \xi_{2}, u\right)=\frac{\left(1-|z|^{2}\right)^{a} t^{\kappa}}{\left(1-|z|^{2}+t+|z|\left|\xi_{2}\right|+|u|^{2}\right)^{d+1+a+\kappa}}
$$

From (2.17) and (2.22) we obtain

$$
\Phi\left(I_{z}\left(\left(\xi_{1}+i \xi_{2}\right) z+u\right)\right) \leq C_{4} G\left(F\left(|z| \xi_{1},|z| \xi_{2}, u\right)\right)
$$

Write $\tilde{V}(z)=\left\{\left(|z| \xi_{1},|z| \xi_{2}, u\right):\left(\xi_{1}+i \xi_{2}\right) z+u \in V(z)\right\}$. Continuing with (2.21), we have

$$
\begin{align*}
A(z) & \leq C_{2} C_{4} \int_{\tilde{V}(z)} G\left(F\left(|z| \xi_{1},|z| \xi_{2}, u\right)\right) d v\left(|z| \xi_{1},|z| \xi_{2}, u\right) \\
& =C_{2} C_{4} \int_{F \tilde{V}(z)} G(y) d v\left(F^{-1}(y)\right) \leq C_{2} C_{4} C_{1} \int_{F \tilde{V}(z)} G(y) d v(y) \tag{2.23}
\end{align*}
$$

where the second $\leq$ follows from (2.19). Obviously,

$$
\int_{F \tilde{V}(z)} G(y) d v(y) \leq \int_{0}^{\infty} \int_{0}^{\infty} \int_{\mathbf{R}^{2 d-2}} \frac{2\left(1-|z|^{2}\right)^{a} t^{\kappa}}{\left(1-|z|^{2}+t+\xi_{2}+|u|^{2}\right)^{d+1+a+\kappa}} d m_{2 d-2}(u) d \xi_{2} d t
$$

where $d m_{2 d-2}$ denotes the Lebesgue measure on $\mathbf{R}^{2 d-2}$, and where we assume $d>1$. Using the radial-spherical coordinates on $\mathbf{R}^{2 d-2}$, we have

$$
\begin{aligned}
\int_{F \tilde{V}(z)} G(y) d v(y) & \leq C_{5} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\left(1-|z|^{2}\right)^{a} t^{\kappa} \rho^{2 d-3}}{\left(1-|z|^{2}+t+\xi_{2}+\rho^{2}\right)^{d+1+a+\kappa}} d \rho d \xi_{2} d t \\
& =C_{6} \int_{0}^{\infty} \int_{0}^{\infty} \frac{\left(1-|z|^{2}\right)^{a} t^{\kappa}}{\left(1-|z|^{2}+t+\xi_{2}\right)^{2+a+\kappa}} d \xi_{2} d t \\
& =C_{7} \int_{0}^{\infty} \frac{\left(1-|z|^{2}\right)^{a} t^{\kappa}}{\left(1-|z|^{2}+t\right)^{1+a+\kappa}} d t=C_{7} \int_{0}^{\infty} \frac{s^{\kappa}}{(1+s)^{1+a+\kappa}} d s
\end{aligned}
$$

where the last step is the substitution $s=t /\left(1-|z|^{2}\right)$. Since $a>0$ and $\kappa>-1$, the $s$-integral above is finite. Combining this with (2.23), we find that $A(z)$ is bounded in the case $d>1$. In the case $d=1$, we omit the integral on $\mathbf{R}^{2 d-2}$ and the rest of the argument is still valid. Hence $A(z)$ is bounded on $M \cap K$ in all cases of $1 \leq d \leq n-1$.

As for $B(z)$, observe that once $b_{2}$ is fixed, we have

$$
B(z) \leq C_{8} \int_{M}\left(1-|w|^{2}\right)^{\kappa} d v_{M}(w)
$$

By (2.18), the function $1-|w|^{2}$ serves as one of the $2 d$ real coordinates for $w \in M$ near $S$. Hence the above integral is finite. This proves the desired bound on $B(z)$. Thus the lemma is proved for $z \in M \cap K$.
(2) Suppose that $z \in M \backslash K$. For such a $z$ we obviously have

$$
\int_{M} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w) \leq C_{9} \int_{M}\left(1-|w|^{2}\right)^{\kappa} d v_{M}(w)
$$

As we have already explained, the right-hand side is finite. This completes the proof of the lemma.

Lemma 2.11. Given any $a>0$ and $\kappa>-1$, there are $\delta>0$ and $0<C_{2.11}(\delta)<\infty$ such that

$$
\begin{equation*}
\int_{M \backslash D(z, r)} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w) \leq C_{2.11}(\delta) e^{-2 \delta r} \tag{2.24}
\end{equation*}
$$

for all $z \in M$ and $r>0$.
Proof. Given any $a>0$ and $\kappa>-1$, we pick a $\delta>0$ such that the quantities $a^{\prime}=a-\delta$ and $\kappa^{\prime}=\kappa-\delta$ also satisfy the conditions $a^{\prime}>0$ and $\kappa^{\prime}>-1$. We have

$$
\frac{\left(1-|z|^{2}\right)^{\delta}\left(1-|w|^{2}\right)^{\delta}}{|1-\langle w, z\rangle|^{2 \delta}}=\left(1-\left|\varphi_{z}(w)\right|^{2}\right)^{\delta} \leq 4^{\delta} e^{-2 \delta \beta(z, w)}
$$

Thus from the factorization

$$
\frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}}=\frac{\left(1-|z|^{2}\right)^{\delta}\left(1-|w|^{2}\right)^{\delta}}{|1-\langle w, z\rangle|^{2 \delta}} \cdot \frac{\left(1-|z|^{2}\right)^{a^{\prime}}\left(1-|w|^{2}\right)^{\kappa^{\prime}}}{|1-\langle w, z\rangle|^{d+1+a^{\prime}+\kappa^{\prime}}}
$$

we obtain

$$
\int_{M \backslash D(z, r)} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle w, z\rangle|^{d+1+a+\kappa}} d v_{M}(w) \leq 4^{\delta} e^{-2 \delta r} \int_{M} \frac{\left(1-|z|^{2}\right)^{a^{\prime}}\left(1-|w|^{2}\right)^{\kappa^{\prime}}}{|1-\langle w, z\rangle|^{d+1+a^{\prime}+\kappa^{\prime}}} d v_{M}(w)
$$

Applying Lemma 2.10 with the values $a^{\prime}>0$ and $\kappa^{\prime}>-1,(2.24)$ is proved.

Definition 2.12. We define the measure $\mu$ on $M$ by the formula

$$
\begin{equation*}
d \mu(w)=\left(1-|w|^{2}\right)^{n-1-d} d v_{M}(w) \tag{2.25}
\end{equation*}
$$

We further extend $\mu$ to a measure on $\mathbf{B}$ by setting $\mu(\mathbf{B} \backslash M)=0$.
Proposition 2.13. The $\mu$ defined above is a Carleson measure for the Hardy space $H^{2}(S)$.
Proof. For each pair of $z \in \overline{\mathbf{B}}$ and $r>0$, define

$$
Q(z, r)=\{w \in \mathbf{B}:|1-\langle w, z\rangle|<r\} .
$$

To show that $\mu$ is a Carleson measure for $H^{2}(S)$, it suffices to find a $C$ such that

$$
\begin{equation*}
\mu(Q(\zeta, r)) \leq C r^{n} \tag{2.26}
\end{equation*}
$$

for all $\zeta \in S$ and $r>0$. See [8,20]. Here, because the power $n-1-d$ in (2.25) is non-negative, we do not need to use $1-|w|^{2}$ as a coordinate, which saves a lot of trouble.

Let $\zeta \in S$ and $r>0$ be given. If $Q(\zeta, r) \cap M=\emptyset$, then $\mu(Q(\zeta, r))=0$. If $Q(\zeta, r) \cap M \neq$ $\emptyset$, pick a $z \in Q(\zeta, r) \cap M$. Recall that the quantity $d(u, v)=|1-\langle u, v\rangle|^{1 / 2}$ satisfies the triangle inequality on the closed ball $\overline{\mathbf{B}}[26]$. Hence $Q(\zeta, r) \subset Q(z, 4 r)$ and, consequently,

$$
\mu(Q(\zeta, r)) \leq \int_{M \cap Q(z, 4 r)}\left(1-|w|^{2}\right)^{n-1-d} d v_{M}(w)
$$

It suffices to prove (2.26) for $r>0$ that is sufficiently small. Obviously, there is a $\rho>0$ such that if $0<r \leq \rho$, then $Q(\zeta, r) \cap M \subset K$ and $Q(z, 4 r) \cap M \subset \mathcal{M} \cap B\left(z, b_{1}\right)$. Suppose that $r$ satisfies the condition $0<r \leq \rho$. Then we can apply (2.10) and (2.16) to obtain

$$
\mu(Q(\zeta, r)) \leq \int_{P_{z}\{Q(z, 4 r) \cap M\}}\left(1-\left|I_{z}(x)\right|^{2}\right)^{n-1-d} J_{z}(x) d v(x)
$$

As we recall, $I_{z}(x)=x+h_{z}(x)$ and $h_{z}(x) \perp x$. Hence $1-\left|I_{z}(x)\right|^{2} \leq 1-|x|^{2}$. Recalling (2.9) and using the fact that $n-1-d \geq 0$, we now have

$$
\mu(Q(\zeta, r)) \leq C_{2} \int_{P_{z}\{Q(z, 4 r) \cap M\}}\left(1-|x|^{2}\right)^{n-1-d} d v(x)
$$

Since $\langle w, z\rangle=\left\langle P_{z} w, z\right\rangle$, we have $P_{z}\{Q(z, 4 r) \cap M\} \subset Q_{z}(z, 4 r)$, where $Q_{z}(z, 4 r)=\{x \in$ $T_{z}^{\text {mod }}:|1-\langle x, z\rangle|<4 r$ and $\left.|x|<1\right\}$. Therefore

$$
\mu(Q(\zeta, r)) \leq C_{2} \int_{Q_{z}(z, 4 r)}\left(1-|x|^{2}\right)^{n-1-d} d v(x)
$$

Note that the condition $z \in Q(\zeta, r) \cap M$ implies $1-|z|<r$. Since $T_{z}^{\bmod }$ is a copy of $\mathbf{C}^{d}$, by a standard exercise, the integral on the right-hand side is dominated by $C_{3} r^{n}$.

Also by a standard exercise, for each $r>0$, there are $0<c(r) \leq C(r)<\infty$ such that

$$
\begin{equation*}
c(r)\left(1-|z|^{2}\right)^{d+1} \leq v\left(D(z, r) \cap T_{z}^{\bmod }\right) \leq C(r)\left(1-|z|^{2}\right)^{d+1} \tag{2.27}
\end{equation*}
$$

for every $z \in M \cap K$.
Proposition 2.14. (a) For each $r \geq 1$, there exist $0<c_{2.14}(r) \leq C_{2.14}(r)<\infty$ such that for every $z \in M \cap K$, we have

$$
\begin{equation*}
c_{2.14}(r)\left(1-|z|^{2}\right)^{d+1} \leq v_{M}(D(z, r)) \leq C_{2.14}(r)\left(1-|z|^{2}\right)^{d+1} \tag{2.28}
\end{equation*}
$$

(b) For each $r \geq 1$, there exist $0<c_{2.14}^{\prime}(r) \leq C_{2.14}^{\prime}(r)<\infty$ such that for every $z \in M \cap K$, we have

$$
c_{2.14}^{\prime}(r)\left(1-|z|^{2}\right)^{n} \leq \mu(D(z, r)) \leq C_{2.14}^{\prime}(r)\left(1-|z|^{2}\right)^{n} .
$$

Proof. (a) Let $r \geq 1$ be given. It suffices to find a $0<\rho(r)<1$ and $0<c_{2.14}(r) \leq$ $C_{2.14}(r)<\infty$ such that (2.28) holds for $z \in M$ satisfying the condition $|z| \geq \rho(r)$.

By definition, we have $K \supset\left\{z \in M:|z| \geq \rho_{1}\right\}$ for some $\rho_{1}<1$. By Lemma 2.9(1), there is a $\rho_{2}<1$ such that if $z \in M$ and $|z| \geq \rho_{2}$, then

$$
\begin{equation*}
\beta\left(w, P_{z} w\right) \leq r / 5 \quad \text { for every } \quad w \in D(z, 2 r) \cap M \tag{2.29}
\end{equation*}
$$

There is a $\rho_{3}<1$ such that if $\rho_{3} \leq|z|<1$, then $D(z, 2 r) \subset B\left(z, \min \left\{b_{1}, c_{1}\right\}\right)$ (cf. (2.10)). Set $\rho(r)=\max \left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$. Let $z \in M$ be such that $|z| \geq \rho(r)$. By (2.16), we have

$$
\begin{equation*}
v_{M}(D(z, r))=\int_{P_{z}\{D(z, r) \cap M\}} J_{z}(x) d v(x) . \tag{2.30}
\end{equation*}
$$

We have (2.9) to bound $J_{z}(x)$, and (2.29) tells us that $P_{z} D(z, r) \subset D(z, 2 r)$. Hence

$$
v_{M}(D(z, r)) \leq C_{1} v\left(D(z, 2 r) \cap T_{z}^{\bmod }\right) \leq C_{2}(r)\left(1-|z|^{2}\right)^{d+1}
$$

proving the upper bound in (2.28).
To prove the lower bound in (2.28), we recall Lemma 2.9(2), which says

$$
I_{z}\left(D(z, r / 2) \cap T_{z}^{\bmod }\right) \subset D(z, r) \cap M
$$

That is, $P_{z}\{D(z, r) \cap M\} \supset D(z, r / 2) \cap T_{z}^{\bmod }$. Continuing with (2.30) and recalling (2.9), we find that

$$
v_{M}(D(z, r)) \geq \int_{D(z, r / 2) \cap T_{z}^{\bmod }} J_{z}(x) d v(x) \geq c_{1} v\left(D(z, r / 2) \cap T_{z}^{\bmod }\right) \geq c_{2}(r)\left(1-|z|^{2}\right)^{d+1}
$$

which proves the lower bound in (2.28) and completes the proof of (a).
(b) Given any $r>0$, there are $0<c(r) \leq C(r)<\infty$ such that

$$
c(r)\left(1-|z|^{2}\right) \leq 1-|w|^{2} \leq C(r)\left(1-|z|^{2}\right)
$$

for every pair of $z \in \mathbf{B}$ and $w \in D(z, r)$. By this inequality, (b) follows from (a).

## 3. Measure $\mu$ and the corresponding Toeplitz operator

With the measure $\mu$ in Definition 2.12, we define the Toeplitz operator $T_{\mu}$ on the Hardy space $H^{2}(S)$ by the formula

$$
\left(T_{\mu} f\right)(z)=\int \frac{f(w)}{(1-\langle z, w\rangle)^{n}} d \mu(w)
$$

$f \in H^{2}(S)$. It is straightforward to verify that we can also write $T_{\mu}$ as

$$
\begin{equation*}
T_{\mu}=\int K_{w} \otimes K_{w} d \mu(w) \tag{3.1}
\end{equation*}
$$

where $K_{w}(z)=(1-\langle z, w\rangle)^{-n}$, the reproducing kernel for $H^{2}(S)$. Thus $T_{\mu}$ is a positive operator with

$$
\left\langle T_{\mu} f, f\right\rangle=\int|f(w)|^{2} d \mu(w)
$$

for each $f \in H^{2}(S)$. By Proposition 2.13, the Toeplitz operator $T_{\mu}$ is bounded. If we consider each $K_{w}$ as a vector in $L^{2}(S, d \sigma)$, then (3.1) automatically extends $T_{\mu}$ to an operator on $L^{2}(S, d \sigma)$.

In our next lemma, a subscript $d$ indicates a set in $\mathbf{C}^{d}$. For example, $\mathbf{B}_{d}=\left\{w \in \mathbf{C}^{d}\right.$ : $|w|<1\}$ and $D_{d}(z, r)=\left\{w \in \mathbf{B}_{d}: \beta(z, w)<r\right\}$. Let $d v$ be the volume measure on $\mathbf{C}^{d}$.

Lemma 3.1. If $f$ is an analytic function on $\mathbf{B}_{d}$, then

$$
\begin{equation*}
\int_{D_{d}(z, r)} f(w) \frac{\left(1-|w|^{2}\right)^{n-1-d}}{(1-\langle z, w\rangle)^{n}} d v(w)=C(d, r) f(z) \tag{3.2}
\end{equation*}
$$

for every $z \in \mathbf{B}_{d}$ and every $r>0$, where

$$
C(d, r)=\int_{D_{d}(0, r)}\left(1-|\zeta|^{2}\right)^{n-1-d} d v(\zeta)
$$

Proof. Let $w=\varphi_{z}(\zeta)$. By the formulas from [26, Theorem 2.2.2], we have

$$
1-\left\langle z, \varphi_{z}(\zeta)\right\rangle=\frac{1-|z|^{2}}{1-\langle z, \zeta\rangle} \quad \text { and } \quad 1-\left|\varphi_{z}(\zeta)\right|^{2}=\frac{\left(1-|z|^{2}\right)\left(1-|\zeta|^{2}\right)}{|1-\langle z, \zeta\rangle|^{2}}
$$

Therefore the left-hand side of (3.2) equals

$$
\int_{D_{d}(0, r)} f\left(\varphi_{z}(\zeta)\right)\left(\frac{\left(1-|z|^{2}\right)\left(1-|\zeta|^{2}\right)}{|1-\langle z, \zeta\rangle|^{2}}\right)^{n-1-d}\left(\frac{1-\langle z, \zeta\rangle}{1-|z|^{2}}\right)^{n} \frac{\left(1-|z|^{2}\right)^{d+1}}{|1-\langle z, \zeta\rangle|^{2 d+2}} d v(\zeta)
$$

After the obvious cancellation, we find that

$$
\int_{D_{d}(z, r)} f(w) \frac{\left(1-|w|^{2}\right)^{n-1-d}}{(1-\langle z, w\rangle)^{n}} d v(w)=\int_{D_{d}(0, r)} \frac{f\left(\varphi_{z}(\zeta)\right)}{(1-\langle\zeta, z\rangle)^{n}}\left(1-|\zeta|^{2}\right)^{n-1-d} d v(\zeta)
$$

With respect to the Euclidean metric, $D_{d}(0, r)$ is also a ball centered at 0 . Hence the above equals $C(d, r) f\left(\varphi_{z}(0)\right)(1-\langle 0, z\rangle)^{-n}=C(d, r) f(z)$.
Lemma 3.2. For each given $0<r<\infty$, we have

$$
\begin{equation*}
\lim _{t \uparrow 1} \sup \left\{\left|1-\frac{1-|x|^{2}}{1-\left|I_{z}(x)\right|^{2}}\right|:|z| \geq t, z \in M \text { and } x \in D(z, r) \cap T_{z}^{\bmod }\right\}=0 \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \uparrow 1} \sup \left\{\left|J_{z}(z)-J_{z}(x)\right|:|z| \geq t, z \in M \text { and } x \in D(z, r) \cap T_{z}^{\bmod }\right\}=0 \tag{3.4}
\end{equation*}
$$

Proof. By Lemma 2.9, if $|z|$ is sufficiently close to 1 , then $I_{z}(x) \in D(z, 2 r) \cap M$ for every $x \in D(z, r) \cap T_{z}^{\bmod }$. Since $P_{z} I_{z}(x)=x$, it now follows from Lemma 2.9 that

$$
\begin{equation*}
\lim _{t \uparrow 1} \sup \left\{\beta\left(I_{z}(x), x\right):|z| \geq t, z \in M \text { and } x \in D(z, r) \cap T_{z}^{\bmod }\right\}=0 . \tag{3.5}
\end{equation*}
$$

On the other hand, for any pair of $a, b \in \mathbf{B}$, if we write $c=\varphi_{a}(b)$, then $b=\varphi_{a}(c)$ and

$$
\frac{1-|a|^{2}}{1-|b|^{2}}=\frac{|1-\langle a, c\rangle|^{2}}{1-|c|^{2}}=1+O(|c|)
$$

when $|c|$ is small. Since $\beta(0, c)=\beta(a, b)$, we see that (3.5) implies (3.3).
With the $a, b \in \mathbf{B}$ and $c=\varphi_{a}(b)$, we also have

$$
|a-b|^{2} \leq 2|1-\langle a, b\rangle|=2 \frac{1-|a|^{2}}{|1-\langle a, c\rangle|}
$$

Hence for any given $0<r<\infty$,

$$
\begin{equation*}
\lim _{t \uparrow 1} \sup \left\{|z-x|:|z| \geq t, z \in M \text { and } x \in D(z, r) \cap T_{z}^{\bmod }\right\}=0 \tag{3.6}
\end{equation*}
$$

Recall that $J_{z}(x)=\operatorname{det}\left\{\left(D I_{z}\right)^{*}(x)\left(D I_{z}\right)(x)\right\}$. By the construction in Section 2, the continuity of the map $x \mapsto D I_{z}(x)$ is uniform as $z$ varies over $K$. Obviously, (3.4) follows from this uniform continuity and (3.6).

Lemma 3.3. Define the operators $B$ and $B_{r}$ on $L^{2}(M, d \mu)$ by the formulas

$$
\begin{aligned}
(B f)(z) & =\int_{M} \frac{f(w)}{|1-\langle z, w\rangle|^{n}} d \mu(w) \quad \text { and } \\
\left(B_{r} f\right)(z) & =\int_{M \backslash D(z, r)} \frac{f(w)}{|1-\langle z, w\rangle|^{n}} d \mu(w)
\end{aligned}
$$

for $f \in L^{2}(M, d \mu), r>0$. Then $\|B\|<\infty$ and $\left\|B_{r}\right\| \rightarrow 0$ as $r \rightarrow \infty$.
Proof. We set $a=1 / 2$ and $\kappa=n-1-d-(1 / 2)$. Then $\kappa \geq-1 / 2$ and we have $n=d+1+a+\kappa$. Define $h(w)=\left(1-|w|^{2}\right)^{-1 / 2}, w \in M$. Then

$$
\left(B_{r} h\right)(z)=\int_{M \backslash D(z, r)} \frac{\left(1-|w|^{2}\right)^{\kappa}}{|1-\langle z, w\rangle|^{d+1+a+\kappa}} d v_{M}(w) .
$$

By Lemma 2.11, we have $\left(B_{r} h\right)(z) \leq C_{2.11}(\delta) e^{-2 \delta r}\left(1-|z|^{2}\right)^{-a}=C_{2.11}(\delta) e^{-2 \delta r} h(z), z \in M$. Since the kernel function $|1-\langle z, w\rangle|^{-n}$ is symmetric with respect to $z$ and $w$, we can now apply the Schur test to conclude that $\left\|B_{r}\right\| \leq C_{2.11}(\delta) e^{-2 \delta r}$. Hence $\left\|B_{r}\right\| \rightarrow 0$ as $r \rightarrow \infty$.

Similarly, by Lemma 2.10 we have $(B h)(z) \leq C_{2.10} h(z), z \in M$. Thus it follows from the Schur test that $\|B\| \leq C_{2.10}$. This completes the proof.
Proposition 3.4. There is a $c_{3.4}>0$ such that the operator inequality

$$
\begin{equation*}
T_{\mu}^{2} \geq c_{3.4} T_{\mu} \tag{3.7}
\end{equation*}
$$

holds on $L^{2}(S, d \sigma)$.
Proof. For each $0<t<1$ we define

$$
M^{(t)}=\left\{z \in M: 1-|z|^{2}<t\right\}
$$

There is a $\tau_{0}>0$ such that if $0<t \leq \tau_{0}$, then $M^{(t)} \subset K$. We will show that there is a small enough $t>0$ such that the inequality

$$
\begin{equation*}
\int_{M^{(t)}}\left|\left(T_{\mu} f\right)(z)\right|^{2} d \mu(z)+\frac{\delta}{2} \int_{M}|f(w)|^{2} d \mu(w) \geq \delta \int_{M^{(t)}}|f(z)|^{2} d \mu(z) \tag{3.8}
\end{equation*}
$$

holds for a constant $\delta>0$ and for all $f \in H^{2}(S)$.
We begin with the choice of $\delta$. By (2.9), there is an $a>0$ such that

$$
\begin{equation*}
J_{z}(z) \geq a \tag{3.9}
\end{equation*}
$$

for every $z \in K$. We set

$$
C(d)=\int_{\mathbf{B}_{d}}\left(1-|\zeta|^{2}\right)^{n-1-d} d v(\zeta) \quad \text { and } \quad \delta=\frac{\{a C(d) / 2\}^{2}}{3}
$$

There is an $R>0$ such that if $r \geq R$, then $C(d, 2 r) \geq C(d) / 2$ (cf. Lemma 3.1). That is, if $r \geq R$, then

$$
\begin{equation*}
\{a C(d, 2 r)\}^{2} / 3 \geq \delta \tag{3.10}
\end{equation*}
$$

Lemma 3.3 allows us to pick an $r \geq R$ such that

$$
\begin{equation*}
\left\|B_{r}\right\|^{2} \leq \delta / 4 \tag{3.11}
\end{equation*}
$$

With $r$ so fixed, there is a $0<\tau_{1} \leq \tau_{0}$ such that if $0<t \leq \tau_{1}$, then for $z \in M^{(t)}$ we have $D(z, 2 r) \subset B\left(z, \min \left\{b_{1}, c_{1}\right\}\right)(c f .(2.10))$. By Lemma 2.9(1), there is a $0<\tau_{2} \leq \tau_{1}$ such that if $0<t \leq \tau_{2}$, then for $z \in M^{(t)}$ and $w \in D(z, r) \cap M$ we have $\beta\left(w, P_{z} w\right)<r$. Thus $P_{z} w \in D(z, 2 r) \cap T_{z}^{\bmod }$ and $I_{z}\left(P_{z} w\right)=w \in D(z, r) \cap M$. That is, if $0<t \leq \tau_{2}$, then

$$
\begin{equation*}
I_{z}\left(D(z, 2 r) \cap T_{z}^{\bmod }\right) \supset D(z, r) \cap M \quad \text { for every } \quad z \in M^{(t)} \tag{3.12}
\end{equation*}
$$

We write $U(z)=I_{z}\left(D(z, 2 r) \cap T_{z}^{\bmod }\right)$ for $z \in M^{(t)}$. Let $f \in H^{2}(S)$ be given. Then

$$
\left(T_{\mu} f\right)(z)=A(z)+B(z)
$$

where

$$
\begin{aligned}
& A(z)=\int_{U(z)} f(w) \frac{\left(1-|w|^{2}\right)^{n-1-d}}{(1-\langle z, w\rangle)^{n}} d v_{M}(w) \quad \text { and } \\
& B(z)=\int_{M \backslash U(z)} f(w) \frac{\left(1-|w|^{2}\right)^{n-1-d}}{(1-\langle z, w\rangle)^{n}} d v_{M}(w),
\end{aligned}
$$

$z \in M^{(t)}$. Since $P_{z} U(z)=D(z, 2 r) \cap T_{z}^{\bmod }$, by (2.16) we have

$$
A(z)=\int_{D(z, 2 r) \cap T_{z}^{\bmod }} f\left(I_{z}(x)\right) \frac{\left(1-\left|I_{z}(x)\right|^{2}\right)^{n-1-d}}{\left(1-\left\langle z, I_{z}(x)\right\rangle\right)^{n}} J_{z}(x) d v(x)
$$

Recall from (2.8) that $\left\langle z, I_{z}(x)\right\rangle=\langle z, x\rangle$. Writing

$$
F(z, x)=1-\left(\frac{1-|x|^{2}}{1-\left|I_{z}(x)\right|^{2}}\right)^{n-1-d} \cdot \frac{J_{z}(z)}{J_{z}(x)}
$$

we have

$$
A(z)=A_{1}(z)+A_{2}(z)
$$

where

$$
\begin{aligned}
& A_{1}(z)=J_{z}(z) \int_{D(z, 2 r) \cap T_{z}^{\bmod }} f\left(I_{z}(x)\right) \frac{\left(1-|x|^{2}\right)^{n-1-d}}{(1-\langle z, x\rangle)^{n}} d v(x) \quad \text { and } \\
& A_{2}(z)=\int_{D(z, 2 r) \cap T_{z}^{\bmod }} f\left(I_{z}(x)\right) \frac{\left(1-\left|I_{z}(x)\right|^{2}\right)^{n-1-d}}{\left(1-\left\langle z, I_{z}(x)\right\rangle\right)^{n}} F(z, x) J_{z}(x) d v(x) .
\end{aligned}
$$

Being a local inverse of $P_{z}$, the map $I_{z}$ is analytic. Therefore Lemma 3.1 tells us that

$$
\begin{equation*}
A_{1}(z)=C(d, 2 r) J_{z}(z) f\left(I_{z}(z)\right)=C(d, 2 r) J_{z}(z) f(z) \tag{3.13}
\end{equation*}
$$

Define

$$
\epsilon(r, t)=\sup _{z \in M^{(t)}}\left\{\sup _{x \in D(z, 2 r) \cap T_{z}^{\bmod }}|F(z, x)|\right\}
$$

Applying (2.16) again, we have

$$
\begin{aligned}
\left|A_{2}(z)\right| & \leq \epsilon(r, t) \int_{D(z, 2 r) \cap T_{z}^{\bmod }}\left|f\left(I_{z}(x)\right)\right| \frac{\left(1-\left|I_{z}(x)\right|^{2}\right)^{n-1-d}}{\left|1-\left\langle z, I_{z}(x)\right\rangle\right|^{n}} J_{z}(x) d v(x) \\
& \leq \epsilon(r, t) \int_{M} \frac{|f(w)|}{|1-\langle z, w\rangle|^{n}}\left(1-|w|^{2}\right)^{n-1-d} d v_{M}(w) .
\end{aligned}
$$

Thus it follows from Lemma 3.3 that

$$
\begin{equation*}
\int_{M^{(t)}}\left|A_{2}(z)\right|^{2} d \mu(z) \leq\{\epsilon(r, t)\}^{2}\|B\|^{2} \int_{M}|f(w)|^{2} d \mu(w) . \tag{3.14}
\end{equation*}
$$

Finally, from (3.12) we obtain

$$
|B(z)| \leq \int_{M \backslash D(z, r)} \frac{|f(w)|}{|1-\langle z, w\rangle|^{n}} d \mu(w)
$$

for $z \in M^{(t)}$. Using the operator $B_{r}$ in Lemma 3.3, we have

$$
\begin{equation*}
\int_{M^{(t)}}|B(z)|^{2} d \mu(z) \leq\left\|B_{r}\right\|^{2} \int_{M}|f(w)|^{2} d \mu(w) \tag{3.15}
\end{equation*}
$$

Recalling (3.13), for $z \in M^{(t)}$ we have

$$
C(d, 2 r) J_{z}(z) f(z)=A_{1}(z)=\left(T_{\mu} f\right)(z)-A_{2}(z)-B(z) .
$$

Combining this with (3.9), (3.14) and (3.15), we see that

$$
\begin{align*}
\frac{\{a C(d, 2 r)\}^{2}}{3} \int_{M^{(t)}}|f(z)|^{2} d \mu(z) & \leq \int_{M^{(t)}}\left|\left(T_{\mu} f\right)(z)\right|^{2} d \mu(z) \\
& +\left(\{\epsilon(r, t)\}^{2}\|B\|^{2}+\left\|B_{r}\right\|^{2}\right) \int_{M}|f(w)|^{2} d \mu(w) \tag{3.16}
\end{align*}
$$

Since $r$ is fixed, by (3.9), Lemma 3.2, and Lemma 3.3, we can pick a $0<t \leq \tau_{2}$ such that $\{\epsilon(r, t)\}^{2}\|B\|^{2} \leq \delta / 4$. With this $t$, (3.8) follows from (3.16), (3.10) and (3.11).

Recall that $v_{M}$ is concentrated on $\mathcal{M} \cap M=\mathcal{M} \cap \mathbf{B}$. If $\Delta$ is a compact set in $\mathcal{M} \cap M$, then $\Delta$ can be covered by open sets $U_{1}, \ldots, U_{m}$ in $\mathcal{M} \cap M$ such that each $U_{j}$ is
biholomorphically equivalent to $\mathbf{B}_{d}$. By the Bergman integral formula, there is a constant $0<C(\Delta)<\infty$ such that

$$
\begin{equation*}
|g(z)|^{2} \leq C(\Delta) \int_{M}|g(w)|^{2} d \mu(w) \tag{3.17}
\end{equation*}
$$

for all $g \in H^{2}(S)$ and $z \in \Delta$. Let $\mathcal{P}$ denote the closure of $H^{2}(S)$ in $L^{2}(M, d \mu)$.
By our choice of $t,\{w \in M:|w|=t\}$ is a compact subset of $\mathcal{M} \cap M$. As we mentioned before, Assumption 2.4(3) implies that $\tilde{M}$ has no isolated singularities in B. Thus it follows from the maximum principle and (3.17) that there is a $0<C_{1}<\infty$ such that

$$
\begin{equation*}
\sup _{z \in M \backslash M^{(t)}}|g(z)|^{2} \leq C_{1} \int_{M}|g(w)|^{2} d \mu(w) \tag{3.18}
\end{equation*}
$$

for every $g \in H^{2}(S)$. Hence for each $z \in M \backslash M^{(t)}$, the map $g \mapsto g(z)$ extends to a linear functional on $\mathcal{P}$ whose norm is at most $C_{1}^{1 / 2}$. Thus if $\left\{u_{k}\right\}$ is a sequence in $\mathcal{P}$ that converges to 0 weakly, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|u_{k}(z)\right|=0 \tag{3.19}
\end{equation*}
$$

for every $z \in M \backslash M^{(t)}$.
Let $d E$ be the spectral measure for the positive operator $T_{\mu}$. That is,

$$
T_{\mu}=\int_{0}^{\left\|T_{\mu}\right\|} \lambda d E(\lambda)
$$

Obviously, (3.7) is equivalent to the statement that there is a $c>0$ such that $E(0, c)=0$. Suppose that such a $c$ did not exist. We will show that this leads to a contradiction. In fact, the supposed non-existence of such a $c$ allows us to pick, for each $k \in \mathbf{N}$, a vector $f_{k} \in E(0,1 / k) H^{2}(S)$ such that $\left\langle T_{\mu} f_{k}, f_{k}\right\rangle=1$. That is,

$$
\begin{equation*}
\int_{M}\left|f_{k}(w)\right|^{2} d \mu(w)=1 \tag{3.20}
\end{equation*}
$$

Obviously, the sequence $\left\{T_{\mu}^{1 / 2} f_{k}\right\}$ weakly converges to 0 in $H^{2}(S)$. Let $R: H^{2}(S) \rightarrow$ $L^{2}(M, d \mu)$ be the restriction operator. Then $R^{*} R=T_{\mu}$, and consequently $R=V T_{\mu}^{1 / 2}$ for some partial isometry $V$. Hence the sequence $\left\{R f_{k}\right\}$ weakly converges to 0 in the space $\mathcal{P}$ introduced above. By (3.19), (3.18) and the dominated convergence theorem, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{M \backslash M^{(t)}}\left|f_{k}(w)\right|^{2} d \mu(w)=0 \tag{3.21}
\end{equation*}
$$

It follows from (3.20) and (3.21) that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{M^{(t)}}\left|f_{k}(w)\right|^{2} d \mu(w)=1 \tag{3.22}
\end{equation*}
$$

Since $f_{k} \in E(0,1 / k) H^{2}(S)$, we have $\left\langle T_{\mu} T_{\mu} f_{k}, T_{\mu} f_{k}\right\rangle \leq k^{-2}\left\langle T_{\mu} f_{k}, f_{k}\right\rangle=k^{-2}$. Thus

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{M^{(t)}}\left|\left(T_{\mu} f_{k}\right)(z)\right|^{2} d \mu(z) \leq \lim _{k \rightarrow \infty}\left\langle T_{\mu} T_{\mu} f_{k}, T_{\mu} f_{k}\right\rangle=0 \tag{3.23}
\end{equation*}
$$

Substituting (3.20), (3.22) and (3.23) in (3.8), we see the contradiction that $\delta / 2 \geq \delta$. Hence there is a $c>0$ such that $E(0, c)=0$, which proves the proposition.
Theorem 3.5. There are scalars $0<c \leq C<\infty$ such that the operator inequality

$$
c Q \leq T_{\mu} \leq C Q
$$

holds on $L^{2}(S, d \sigma)$.
Proof. We already know from Proposition 2.13 that $T_{\mu}$ is bounded. Thus the upper bound $T_{\mu} \leq C Q$ simply reflects the fact that range $\left(T_{\mu}\right) \subset \mathcal{Q}$, which is obviously true.

To prove the lower bound, we again consider the spectral decomposition

$$
T_{\mu}=\int_{0}^{\left\|T_{\mu}\right\|} \lambda d E(\lambda)
$$

of $T_{\mu}$ on $L^{2}(S, d \sigma)$. By Proposition 3.4 we have $T_{\mu}^{2} \geq c_{3.4} T_{\mu}$, which implies $E\left(0, c_{3.4}\right)=0$. Therefore

$$
T_{\mu} \geq c_{3.4} E\left[c_{3.4}, \infty\right)=c_{3.4} E(0, \infty)
$$

Thus the desired lower bound will follow if we can show that $E(0, \infty)=Q$, i.e., if we can show that range $\left(T_{\mu}\right)$ is dense in $\mathcal{Q}$. Equivalently, it suffices to show that $\left\{h \in \mathcal{Q}: T_{\mu} h=\right.$ $0\}=\{0\}$. Let $h \in \mathcal{Q}$ be such that $T_{\mu} h=0$. Using the $M^{(t)}$ in (3.18), the condition $\left\langle T_{\mu} h, h\right\rangle=0$ implies that $h$ vanishes on both $M^{(t)}$ and $M \backslash M^{(t)}$. That is, $h(w)=0$ for every $w \in M$. This means that $h \perp \mathcal{Q}$. Since $h \in \mathcal{Q}, h$ is the zero element. This proves the density of range $\left(T_{\mu}\right)$ in $\mathcal{Q}$ and completes the proof.

## 4. Discrete sums

We will approximate the Toeplitz operator $T_{\mu}$ by discrete sums constructed from the reproducing kernel for $H^{2}(S)$.

Lemma 4.1. There are constants $t_{4.1}>0$ and $0<C_{4.1}<\infty$ such that for every $z \in M$ satisfying the condition $1-|z|^{2}<t_{4.1}$ and every $f \in H^{2}(S)$, we have

$$
\begin{equation*}
|f(z)| \leq \frac{C_{4.1}}{\left(1-|z|^{2}\right)^{d+1}} \int_{D(z, 1) \cap M}|f(u)| d v_{M}(u) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
|f(z)-f(w)| \leq C_{4.1} \frac{\beta(z, w)}{\left(1-|z|^{2}\right)^{d+1}} \int_{D(z, 1) \cap M}|f(u)| d v_{M}(u) \tag{4.2}
\end{equation*}
$$

if $w \in D(z, 1 / 4) \cap M$.
Proof. We pick a $t_{4.1}>0$ satisfying the following four requirements:
(1) $M^{\left(t_{4.1}\right)}=\left\{z \in M: 1-|z|^{2}<t_{4.1}\right\} \subset K$.
(2) If $z \in M^{\left(t_{4.1}\right)}$ and $w \in D(z, 1 / 4)$, then $P_{z} w \in D(z, 1 / 3)$.
(3) For each $z \in M^{\left(t_{4.1}\right)}$, we have $I_{z}\left(D(z, 1 / 2) \cap T_{z}^{\bmod }\right) \subset D(z, 1) \cap M$.
(4) For each $z \in M^{\left(t_{4.1}\right)}, D(z, 1) \subset B\left(z, \min \left\{b_{2}, c_{2}\right\}\right)$.

Note that requirements (2) and (3) are justified by Lemma 2.9.
Let $f \in H^{2}(S)$ be given. Given a $z \in M^{\left(t_{4.1}\right)}$, we define the analytic function $g(x)=$ $f\left(I_{z}(x)\right)$ on $T_{z}^{\bmod } \cap D(z, 1)$ (cf. (4) above and (2.20)). We have

$$
\begin{aligned}
|f(z)| & =|g(z)|=\left|g\left(\varphi_{z}(0)\right)\right| \leq C_{1} \int_{D(0,1 / 2) \cap T_{z}^{\bmod }}\left|g\left(\varphi_{z}(\zeta)\right)\right| d v(\zeta) \\
& =C_{1} \int_{D(z, 1 / 2) \cap T_{z}^{\bmod }}|g(x)| \frac{\left(1-|z|^{2}\right)^{d+1}}{|1-\langle x, z\rangle|^{2 d+2}} d v(x) \\
& \leq \frac{C_{1} C_{2}}{\left(1-|z|^{2}\right)^{d+1}} \int_{D(z, 1 / 2) \cap T_{z}^{\bmod }}\left|f\left(I_{z}(x)\right)\right| J_{z}(x) d v(x),
\end{aligned}
$$

where for the last step we use (2.9) and the fact that $1-|z|^{2} \leq 2|1-\langle x, z\rangle|$. Applying (3) above and (2.16), we obtain

$$
|f(z)| \leq \frac{C_{1} C_{2}}{\left(1-|z|^{2}\right)^{d+1}} \int_{D(z, 1) \cap M}|f(u)| d v_{M}(u)
$$

which proves (4.1).
To prove (4.2), consider any $z \in M^{\left(t_{4.1}\right)}$ and $w \in D(z, 1 / 4) \cap M$. By (2), there is a $\xi \in D(z, 1 / 3) \cap T_{z}^{\bmod }$ such that $w=I_{z}(\xi)$. Furthermore, there is an $\eta \in D(0,1 / 3) \cap T_{z}^{\bmod }$ such that $\xi=\varphi_{z}(\eta)$. Using the function $g(x)=f\left(I_{z}(x)\right)$ again, we have

$$
|f(z)-f(w)|=\left|g\left(\varphi_{z}(0)\right)-g\left(\varphi_{z}(\eta)\right)\right| \leq C_{3} \beta(0, \eta) \int_{D(0,1 / 2) \cap T_{z}^{\bmod }}\left|g\left(\varphi_{z}(\zeta)\right)\right| d v(\zeta)
$$

where the $\leq$ follows from the fact that $|y| \approx \beta(0, y)$ for $y \in D(0,1 / 3)$. Note that $\beta(0, \eta)=$ $\beta(z, \xi)=\beta\left(z, P_{z} w\right)$. Since $\varphi_{z}\left(P_{z} w\right)=P_{z} \varphi_{z}(w)$, we have $\beta\left(z, P_{z} w\right) \leq \beta(z, w)$. Thus

$$
\begin{equation*}
|f(z)-f(w)| \leq C_{3} \beta(z, w) \int_{D(0,1 / 2) \cap T_{z}^{\bmod }}\left|g\left(\varphi_{z}(\zeta)\right)\right| d v(\zeta) \tag{4.3}
\end{equation*}
$$

In the proof for (4.1) above, we showed that

$$
\int_{D(0,1 / 2) \cap T_{z}^{\bmod }}\left|g\left(\varphi_{z}(\zeta)\right)\right| d v(\zeta) \leq \frac{C_{2}}{\left(1-|z|^{2}\right)^{d+1}} \int_{D(z, 1) \cap M}|f(u)| d v_{M}(u)
$$

Combining this with (4.3), (4.2) is proved.

Lemma 4.2. There is a constant $0<C_{4.2}<\infty$ such that if $\Gamma$ is a 1 -separated set contained in $M$ and if $\left\{c_{z}: z \in \Gamma\right\}$ is a bounded set of coefficients, then

$$
\left\|\sum_{z \in \Gamma} c_{z} k_{z} \otimes e_{z}\right\| \leq C_{4.2} \sup _{z \in \Gamma}\left|c_{z}\right|,
$$

where $\left\{e_{z}: z \in \Gamma\right\}$ is any orthonormal set.
Proof. There is an $\ell \in \mathbf{N}$ such that if $\Gamma$ is a 1 -separated set contained in $M$, then $\operatorname{card}\left(\Gamma \cap\left\{M \backslash M^{\left(t_{4.1}\right)}\right\}\right) \leq \ell$. Hence it suffices to consider a 1 -separated set $\Gamma$ contained in $M^{\left(t_{4.1}\right)}$. Let such a $\Gamma$ be given and denote

$$
A=\sum_{z \in \Gamma} c_{z} k_{z} \otimes e_{z}
$$

For any $f \in H^{2}(S)$, we have

$$
\left\|A^{*} f\right\|^{2}=\sum_{z \in \Gamma}\left|c_{z}\right|^{2}\left(1-|z|^{2}\right)^{n}|f(z)|^{2}
$$

Applying Lemma 4.1, the Cauchy-Schwarz inequality and Proposition 2.14, we have

$$
\begin{aligned}
\left\|A^{*} f\right\|^{2} & \leq C_{1} \sum_{z \in \Gamma}\left|c_{z}\right|^{2}\left(1-|z|^{2}\right)^{n-1-d} \int_{D(z, 1) \cap M}|f(u)|^{2} d v_{M}(u) \\
& \leq C_{2} \sup _{z \in \Gamma}\left|c_{z}\right|^{2} \sum_{z \in \Gamma} \int_{D(z, 1) \cap M}|f(u)|^{2}\left(1-|u|^{2}\right)^{n-1-d} d v_{M}(u) \\
& \leq C_{2} \sup _{z \in \Gamma}\left|c_{z}\right|^{2} \int_{M}|f(u)|^{2}\left(1-|u|^{2}\right)^{n-1-d} d v_{M}(u) \\
& =C_{2} \sup _{z \in \Gamma}\left|c_{z}\right|^{2}\left\langle T_{\mu} f, f\right\rangle \leq C_{2} \sup _{z \in \Gamma}\left|c_{z}\right|^{2}\left\|T_{\mu}\right\|\|f\|^{2} .
\end{aligned}
$$

Recalling Proposition 2.13, the conclusion of the lemma follows from this.
We define the measure $d \lambda$ on $M$ by the formula

$$
d \lambda(w)=\frac{d v_{M}(w)}{\left(1-|w|^{2}\right)^{d+1}}
$$

Obviously, this $d \lambda$ tries to mimic the Möbius invariant measure on the ball. But keep in mind that there are no Möbius transforms on $M$. Nonetheless, this $d \lambda$ has all the right properties for our analysis on $M$. In particular, we have the representation

$$
\begin{equation*}
T_{\mu}=\int_{M} k_{w} \otimes k_{w} d \lambda(w) . \tag{4.4}
\end{equation*}
$$

Proposition 4.3. For each $0<\epsilon<1$, let $\Gamma_{\epsilon}$ be a subset of $M$ that is maximal with respect to the property of being $\epsilon$-separated. By a standard construction, there is a partition

$$
\begin{equation*}
M=\bigcup_{w \in \Gamma_{\epsilon}} E_{w} \tag{4.5}
\end{equation*}
$$

such that $D(z, \epsilon) \cap M \subset E_{w} \subset D(w, 2 \epsilon) \cap M$ for every $w \in \Gamma_{\epsilon}$. Define the operator

$$
T_{\epsilon}=\sum_{w \in \Gamma_{\epsilon}} \lambda\left(E_{w}\right) k_{w} \otimes k_{w}
$$

Then we have

$$
\lim _{\epsilon \downarrow 0}\left\|T_{\mu}-T_{\epsilon}\right\|=0
$$

Proof. Given (4.5), we partition the set $\Gamma_{\epsilon}$ in the form $\Gamma_{\epsilon}=G_{\epsilon} \cup H_{\epsilon}$, where

$$
\begin{aligned}
& G_{\epsilon}=\left\{w \in \Gamma_{\epsilon}: E_{w} \cap\left\{M \backslash M^{\left(t_{4.1}\right)}\right\}=\emptyset\right\} \quad \text { and } \\
& H_{\epsilon}=\left\{w \in \Gamma_{\epsilon}: E_{w} \cap\left\{M \backslash M^{\left(t_{4.1}\right)}\right\} \neq \emptyset\right\} .
\end{aligned}
$$

Accordingly, we have the decomposition $T_{\epsilon}=V_{\epsilon}+W_{\epsilon}$, where

$$
V_{\epsilon}=\sum_{w \in G_{\epsilon}} \lambda\left(E_{w}\right) k_{w} \otimes k_{w} \quad \text { and } \quad W_{\epsilon}=\sum_{w \in H_{\epsilon}} \lambda\left(E_{w}\right) k_{w} \otimes k_{w} .
$$

Define the sets

$$
A_{\epsilon}=\bigcup_{w \in G_{\epsilon}} E_{w} \quad \text { and } \quad B_{\epsilon}=\bigcup_{w \in H_{\epsilon}} E_{w}
$$

By (4.4), we have $T_{\mu}=X_{\epsilon}+Y_{\epsilon}$, where

$$
X_{\epsilon}=\int_{A_{\epsilon}} k_{\zeta} \otimes k_{\zeta} d \lambda(\zeta) \quad \text { and } \quad Y_{\epsilon}=\int_{B_{\epsilon}} k_{\zeta} \otimes k_{\zeta} d \lambda(\zeta)
$$

Since the whole of $B_{\epsilon}$ is within $4 \epsilon$ of $M \backslash M^{\left(t_{4.1}\right)}$ in terms of the Bergman distance, it is elementary that $\left\|Y_{\epsilon}-W_{\epsilon}\right\|$ tends to 0 as $\epsilon$ descends to 0 . Thus it suffices to show that

$$
\begin{equation*}
\lim _{\epsilon \downarrow 0}\left\|X_{\epsilon}-V_{\epsilon}\right\|=0 \tag{4.6}
\end{equation*}
$$

To prove (4.6), consider any $f \in H^{2}(S)$. Then

$$
\begin{aligned}
\left(X_{\epsilon} f\right)(z)-\left(V_{\epsilon} f\right)(z) & =\sum_{w \in G_{\epsilon}} \int_{E_{w}}\left(f(\zeta) K_{\zeta}(z)\left(1-|\zeta|^{2}\right)^{n}-f(w) K_{w}(z)\left(1-|w|^{2}\right)^{n}\right) d \lambda(\zeta) \\
& =p_{\epsilon}(z)+q_{\epsilon}(z)
\end{aligned}
$$

where

$$
\begin{aligned}
& p_{\epsilon}(z)=\sum_{w \in G_{\epsilon}} \int_{E_{w}}(f(\zeta)-f(w)) K_{w}(z)\left(1-|w|^{2}\right)^{n} d \lambda(\zeta) \text { and } \\
& q_{\epsilon}(z)=\sum_{w \in G_{\epsilon}} \int_{E_{w}} f(\zeta)\left(K_{\zeta}(z)\left(1-|\zeta|^{2}\right)^{n}-K_{w}(z)\left(1-|w|^{2}\right)^{n}\right) d \lambda(\zeta) .
\end{aligned}
$$

By Lemma 4.1, when $2 \epsilon<1 / 4$, we have

$$
|f(\zeta)-f(w)| \leq C_{4.1} \frac{2 \epsilon}{\left(1-|\zeta|^{2}\right)^{d+1}} \int_{D(\zeta, 1) \cap M}|f(u)| d v_{M}(u)
$$

for $\zeta \in E_{w}, w \in G_{\epsilon}$. Also, $\left|K_{w}(z)\right| \leq C_{1}\left|K_{\zeta}(z)\right|$ and $1-|w|^{2} \leq C_{2}\left(1-|\zeta|^{2}\right)$. Therefore

$$
\begin{aligned}
\left|p_{\epsilon}(z)\right| & \leq C_{3} \epsilon \sum_{w \in G_{\epsilon}} \int_{E_{w}} \int_{D(\zeta, 1) \cap M}|f(u)| d v_{M}(u)\left|K_{\zeta}(z)\right|\left(1-|\zeta|^{2}\right)^{n-1-d} d \lambda(\zeta) \\
& \leq C_{3} \epsilon \int_{M}|f(u)| \int_{D(u, 1) \cap M}\left|K_{\zeta}(z)\right|\left(1-|\zeta|^{2}\right)^{n-1-d} d \lambda(\zeta) d v_{M}(u)
\end{aligned}
$$

It follows from Proposition 2.14 that $\lambda(D(u, 1) \cap M) \leq C_{4}$. Hence

$$
\begin{equation*}
\left|p_{\epsilon}(z)\right| \leq C_{5} \epsilon \int_{M}|f(u)| \frac{\left(1-|u|^{2}\right)^{n-1-d}}{|1-\langle z, u\rangle|^{n}} d v_{M}(u)=C_{5} \epsilon \int_{M} \frac{|f(u)|}{|1-\langle z, u\rangle|^{n}} d \mu(u) . \tag{4.7}
\end{equation*}
$$

To estimate $\left|q_{\epsilon}(z)\right|$, note that

$$
K_{\zeta}(z)\left(1-|\zeta|^{2}\right)^{n}-K_{w}(z)\left(1-|w|^{2}\right)^{n}=\frac{\left(1-|\zeta|^{2}\right)^{n}}{(1-\langle z, \zeta\rangle)^{n}}\left\{1-\left(\frac{1-|w|^{2}}{1-|\zeta|^{2}}\right)^{n}\left(\frac{1-\langle z, \zeta\rangle}{1-\langle z, w\rangle}\right)^{n}\right\}
$$

If $\zeta \in E_{w}$, then $\zeta=\varphi_{w}(\xi)$ for some $\xi \in D(0,2 \epsilon)$. Thus by a standard exercise, we have

$$
\left|K_{\zeta}(z)\left(1-|\zeta|^{2}\right)^{n}-K_{w}(z)\left(1-|w|^{2}\right)^{n}\right| \leq C_{6} \epsilon \frac{\left(1-|\zeta|^{2}\right)^{n}}{|1-\langle z, \zeta\rangle|^{n}}
$$

for $\zeta \in E_{w}, w \in G_{\epsilon}$. Therefore

$$
\left|q_{\epsilon}(z)\right| \leq C_{6} \epsilon \int_{M}|f(\zeta)| \frac{\left(1-|\zeta|^{2}\right)^{n}}{|1-\langle z, \zeta\rangle|^{n}} d \lambda(\zeta)=C_{6} \epsilon \int_{M} \frac{|f(\zeta)|}{|1-\langle z, \zeta\rangle|^{n}} d \mu(\zeta)
$$

Combining this with (4.7), if we write $C_{7}=C_{5}+C_{6}$, then

$$
\left|\left(X_{\epsilon} f\right)(z)-\left(V_{\epsilon} f\right)(z)\right| \leq C_{7} \epsilon \int_{M} \frac{|f(u)|}{|1-\langle z, u\rangle|^{n}} d \mu(u)
$$

Applying Lemma 3.3, we have

$$
\begin{equation*}
\int_{M}\left|\left(X_{\epsilon} f\right)(z)-\left(V_{\epsilon} f\right)(z)\right|^{2} d \mu(z) \leq\left(C_{7} \epsilon\|B\|\right)^{2}\left\langle T_{\mu} f, f\right\rangle \leq\left(C_{7} \epsilon\|B\|\right)^{2}\left\|T_{\mu}\right\|\|f\|^{2} \tag{4.8}
\end{equation*}
$$

Theorem 3.5 tells us that $\|h\|^{2} \leq(1 / c)\left\langle T_{\mu} h, h\right\rangle$ for every $h \in \mathcal{Q}$. Clearly, $X_{\epsilon} f-V_{\epsilon} f \in \mathcal{Q}$. Continuing with (4.8), we have

$$
\begin{aligned}
\left\|X_{\epsilon} f-V_{\epsilon} f\right\|^{2} & \leq(1 / c)\left\langle T_{\mu}\left(X_{\epsilon} f-V_{\epsilon} f\right), X_{\epsilon} f-V_{\epsilon} f\right\rangle \\
& =(1 / c) \int_{M}\left|\left(X_{\epsilon} f\right)(z)-\left(V_{\epsilon} f\right)(z)\right|^{2} d \mu(z) \leq(1 / c)\left(C_{7} \epsilon\|B\|\right)^{2}\left\|T_{\mu}\right\|\|f\|^{2}
\end{aligned}
$$

Since $f \in H^{2}(S)$ is arbitrary, we conclude that $\left\|X_{\epsilon}-V_{\epsilon}\right\|^{2} \leq(1 / c)\left(C_{7} \epsilon\|B\|\right)^{2}\left\|T_{\mu}\right\|$. This proves (4.6) and completes the proof of the proposition.
Definition 4.4. (a) The class $\mathcal{D}_{0}$ consists of operators of the form

$$
\sum_{z \in \Gamma} c_{z} k_{z} \otimes k_{z}
$$

where $\Gamma \subset M$ and $\Gamma$ is $a$-separated for some $a>0$, and where $\left\{c_{z}: z \in \Gamma\right\}$ is any bounded set of complex coefficients.
(b) The class $\mathcal{D}$ consists of operators of the form

$$
\sum_{z \in \Gamma} c_{z} k_{z} \otimes k_{\gamma(z)}
$$

where $\Gamma \subset M$ and $\Gamma$ is $a$-separated for some $a>0$, where $\left\{c_{z}: z \in \Gamma\right\}$ is any bounded set of complex coefficients, and where $\gamma: \Gamma \rightarrow M$ is a map for which there is a $0<C<\infty$ such that

$$
\beta(z, \gamma(z)) \leq C
$$

for every $z \in \Gamma$.
(c) Let $C^{*}(\mathcal{D})$ be the $C^{*}$-algebra generated by $\mathcal{D}$.

Proposition 4.5. $\mathcal{D}_{0}$ contains an operator that is invertible on $\mathcal{Q}$.
Proof. Let $T_{\epsilon}$ be the operator defined in the statement of Proposition 4.3, $0<\epsilon<1$. Then $T_{\epsilon} \in \mathcal{D}_{0}$ by definition. Theorem 3.5 tells us that $T_{\mu}$ is invertible on $\mathcal{Q}$. It follows from the invertibility of $T_{\mu}$ on $\mathcal{Q}$ and Proposition 4.3 that if $\epsilon$ is small enough, then $T_{\epsilon}$ is invertible on $\mathcal{Q}$.

This immediately leads to a compactness test and a membership test, both of which will play an essential role later in the paper.

Corollary 4.6. Let $A$ be a bounded operator on $\mathcal{Q}$.
(a) If $X A Y$ is compact for all $X, Y \in \mathcal{D}_{0}$, then $A$ is a compact operator.
(b) If $X A Y \in C^{*}(\mathcal{D})$ for all $X, Y \in \mathcal{D}_{0}$, then $A \in C^{*}(\mathcal{D})$.

Proof. (a) follows immediately from Proposition 4.5. (b) follows from Proposition 4.5 and the fact that $C^{*}(\mathcal{D})$ is a $C^{*}$-algebra. Specifically, it uses the property that if $T \in C^{*}(\mathcal{D})$ and if $T$ is invertible on $\mathcal{Q}$, then $T^{-1} \in C^{*}(\mathcal{D})$.

We end the section with the obvious:
Proposition 4.7. The norm closure of $\operatorname{span}(\mathcal{D})$ contains every compact operator on $\mathcal{Q}$.
Proof. By definition, we have $k_{z} \otimes k_{w} \in \mathcal{D}$ for all $z, w \in M$. Since $\mathcal{Q}$ is the closure of $\operatorname{span}\left\{k_{z}: z \in M\right\}$, for any $f, g \in \mathcal{Q}, f \otimes g$ is in the closure of $\operatorname{span}(\mathcal{D})$ with respect to the operator norm. Once this is clear, the proposition follows.

## 5. The $C^{*}$-algebra $C^{*}(\mathcal{D})$

This section is devoted to estimates related to the $C^{*}$-algebra $C^{*}(\mathcal{D})$.
Lemma 5.1. Let $0 \leq \eta \leq 1 / 4$ be given. For any $\epsilon>0$, there is an $r=r(\eta, \epsilon)>1$ such that the following holds true: Suppose that $\Gamma$ and $G$ are 1-separated sets contained in $M \cap K$, and that $E$ is a subset of $\Gamma \times G$ satisfying the condition

$$
\beta(z, w) \geq r \quad \text { for every }(z, w) \in E .
$$

Let $\left\{a_{z, w}:(z, w) \in E\right\}$ be a set of complex coefficients such that

$$
\left|a_{z, w}\right| \leq \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} \quad \text { for every } \quad(z, w) \in E
$$

Then for any orthonormal sets $\left\{e_{z}: z \in \Gamma\right\}$ and $\left\{u_{w}: w \in G\right\}$, we have

$$
\left\|\sum_{(z, w) \in E} a_{z, w} e_{z} \otimes u_{w}\right\| \leq \epsilon
$$

Proof. We will bring the Schur test to bear. Define $h(w)=\left(1-|w|^{2}\right)^{(n-1) / 2}$ for $w \in G$. For $w \in G$ and $\zeta \in D(w, 1)$, we have $1-|\zeta|^{2} \leq C_{1}\left(1-|w|^{2}\right)$ and $|1-\langle z, \zeta\rangle| \leq C_{2}|1-\langle z, w\rangle|$ Thus for each $z \in \Gamma$,

$$
\begin{aligned}
& \sum_{w \in G \backslash D(z, r)} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} h(w) \\
\leq & C_{3} \sum_{w \in G \backslash D(z, r)} \frac{\left(1-|w|^{2}\right)^{n}}{\mu(D(w, 1) \cap M)} \int_{D(w, 1) \cap M} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|\zeta|^{2}\right)^{-(1 / 2)-\eta}}{|1-\langle z, \zeta\rangle|^{n-2 \eta}} d \mu(\zeta) .
\end{aligned}
$$

Since $G$ is 1 -separated, from this inequality and Proposition 2.14 we obtain

$$
\begin{aligned}
\sum_{w \in G \backslash D(z, r)} & \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} h(w) \\
& \leq C_{4} \int_{M \backslash D(z, r-1)} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|\zeta|^{2}\right)^{-(1 / 2)-\eta}}{|1-\langle z, \zeta\rangle|^{n-2 \eta}} d \mu(\zeta) \\
& =C_{4} \tilde{h}(z) \int_{M \backslash D(z, r-1)} \frac{\left(1-|z|^{2}\right)^{a}\left(1-|\zeta|^{2}\right)^{\kappa}}{|1-\langle z, \zeta\rangle|^{d+1+a+\kappa}} d v_{M}(\zeta),
\end{aligned}
$$

where $a=(1 / 2)-\eta, \kappa=n-1-d-(1 / 2)-\eta$ and $\tilde{h}(z)=\left(1-|z|^{2}\right)^{(n-1) / 2}$ for $z \in \Gamma$. We have $a>0$ and $\kappa>-1$. Applying Lemma 2.11, we obtain

$$
\sum_{w \in G \backslash D(z, r)} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} h(w) \leq C_{4} C_{2.11}(\delta) e^{-2 \delta(r-1)} \tilde{h}(z)
$$

for every $z \in \Gamma$. Similarly, for each $w \in G$ we have

$$
\sum_{z \in \Gamma \backslash D(w, r)} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} \tilde{h}(z) \leq C_{4} C_{2.11}(\delta) e^{-2 \delta(r-1)} h(w)
$$

From these two inequalities and the Schur test it now follows that

$$
\left\|\sum_{(z, w) \in E} a_{z, w} e_{z} \otimes u_{w}\right\| \leq C_{4} C_{2.11}(\delta) e^{-2 \delta(r-1)}
$$

This completes the proof.
Proposition 5.2. The $C^{*}$-algebra $C^{*}(\mathcal{D})$ is the closure with respect to the operator norm of the linear span of $\mathcal{D}$.

Proof. Suppose that $\Gamma$ is a separated set in $\mathbf{B}$ and that $\gamma: \Gamma \rightarrow \mathbf{B}$ is a map for which there is a $0<C<\infty$ such that $\beta(z, \gamma(z)) \leq C$ for every $z \in \Gamma$. Then there is a partition $\Gamma=\Gamma_{1} \cup \cdots \cup \Gamma_{m}$ such that for each $1 \leq j \leq m$, we have $D(\gamma(z), 1) \cap D\left(\gamma\left(z^{\prime}\right), 1\right)=\emptyset$ for all $z \neq z^{\prime}$ in $\Gamma_{j}$. This implies that if $A$ is in the linear span of $\mathcal{D}$, so is $A^{*}$. Therefore the proof will be complete if we can show that for all $A, B \in \mathcal{D}$, the product $A B$ is in the closure with respect to the operator norm of the linear span of $\mathcal{D}$.

Recalling Proposition 4.7, it suffices to consider $A, B \in \mathcal{D}$ with representations

$$
A=\sum_{z \in \Gamma} a_{z} k_{z} \otimes k_{\gamma(z)} \quad \text { and } \quad B=\sum_{w \in G} b_{w} k_{w} \otimes k_{g(w)},
$$

where $\Gamma$ and $G$ are 1-separated sets in $M \cap K,\left\{a_{z}: z \in \Gamma\right\}$ and $\left\{b_{w}: w \in G\right\}$ are bounded sets of coefficients, and $\gamma: \Gamma \rightarrow M$ and $g: G \rightarrow M$ are maps for which there is a $C$ such that $\beta(z, \gamma(z)) \leq C$ for every $z \in \Gamma$ and $\beta(w, g(w)) \leq C$ for every $w \in G$. Moreover, partitioning $G$ by a finite number of subsets if necessary, we may further assume that $D(g(w), 1) \cap D\left(g\left(w^{\prime}\right), 1\right)=\emptyset$ for all $w \neq w^{\prime}$ in $G$.

For each $r>0$, we have the partition $\Gamma \times G=E_{r} \cup F_{r}$, where

$$
E_{r}=\{(z, w) \in \Gamma \times G: \beta(z, g(w)) \geq r\} \quad \text { and } \quad F_{r}=\{(z, w) \in \Gamma \times G: \beta(z, g(w))<r\}
$$

Accordingly, $A B=S_{r}+T_{r}$, where

$$
S_{r}=\sum_{(z, w) \in E_{r}} a_{z} b_{w}\left\langle k_{w}, k_{\gamma(z)}\right\rangle k_{z} \otimes k_{g(w)} \quad \text { and } \quad T_{r}=\sum_{(z, w) \in F_{r}} a_{z} b_{w}\left\langle k_{w}, k_{\gamma(z)}\right\rangle k_{z} \otimes k_{g(w)} .
$$

By definition, if $(z, w) \in F_{r}$, then $\beta(z, g(w))<r$. Also, if $(z, w) \in F_{r}$, then

$$
\beta(z, w) \leq \beta(z, g(w))+\beta(g(w), w) \leq r+C .
$$

Since $G$ is 1-separated, there is a $C_{1}(r)$ such that for every $z \in \Gamma$ we have $\operatorname{card}\{w \in G$ : $\left.(z, w) \in F_{r}\right\} \leq C_{1}(r)$. Therefore $T_{r}$ is in the linear span of $\mathcal{D}$.

To complete the proof, we will show that $\left\|S_{r}\right\|$ is small when $r$ is large. To do that we pick orthonormal sets $\left\{e_{z}: z \in \Gamma\right\}$ and $\left\{u_{w}: w \in G\right\}$. We then define

$$
X=\sum_{z \in \Gamma} a_{z} k_{z} \otimes e_{z} \quad \text { and } \quad Y=\sum_{w \in G} b_{w} u_{w} \otimes k_{g(w)} .
$$

Then $S_{r}=X S_{r}^{\prime} Y$, where

$$
S_{r}^{\prime}=\sum_{(z, w) \in E_{r}}\left\langle k_{w}, k_{\gamma(z)}\right\rangle e_{z} \otimes u_{w}
$$

By Lemma 4.2, we have $\|X\| \leq C_{4.2} a$ and $\|Y\| \leq C_{4.2} b$, where $a=\sup _{z \in \Gamma}\left|a_{z}\right|$ and $b=\sup _{w \in G}\left|b_{w}\right|$. Thus it suffices to show that $\left\|S_{r}^{\prime}\right\|$ is small when $r$ is large.

To estimate $\left\|S_{r}^{\prime}\right\|$, note that

$$
\left|\left\langle k_{w}, k_{\gamma(z)}\right\rangle\right|=\frac{\left(1-|\gamma(z)|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle\gamma(z), w\rangle|^{n}} \leq C_{2} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, w\rangle|^{n}}
$$

for $(z, w) \in E_{r}$, where the $\leq$ follows from the condition $\beta(z, \gamma(z)) \leq C$. Also,

$$
\beta(z, w) \geq \beta(z, g(w))-\beta(g(w), w) \geq r-C
$$

for $(z, w) \in E_{r}$. That is, $E_{r} \subset\{(z, w) \in \Gamma \times G: \beta(z, w) \geq r-C\}$. Thus it follows from Lemma 5.1 that $\left\|S_{r}^{\prime}\right\| \rightarrow 0$ as $r \rightarrow \infty$. This completes the proof.

Lemma 5.3. Let $A \in C^{*}(\mathcal{D})$ be given. Then for every $\epsilon>0$, there is an $r>1$ such that the following holds true: Suppose that $\Gamma$ and $G$ are 1-separated sets contained in $M \cap K$, and that $\left\{e_{z}: z \in \Gamma\right\}$ and $\left\{u_{w}: w \in G\right\}$ are orthonormal sets. Denote

$$
X=\sum_{z \in \Gamma} e_{z} \otimes k_{z} \quad \text { and } \quad Y=\sum_{w \in G} k_{w} \otimes u_{w} .
$$

If $\Gamma$ and $G$ satisfy the condition $\beta(z, w) \geq r$ for every $(z, w) \in \Gamma \times G$, then $\|X A Y\| \leq \epsilon$.
Proof. First of all, Lemma 4.2 provides the bounds $\|X\| \leq C_{4.2}$ and $\|Y\| \leq C_{4.2}$. Because of these bounds, by the approximation in Proposition 5.2 we only need to consider $A \in \mathcal{D}$. More specifically, we assume

$$
A=\sum_{\xi \in E} c_{\xi} k_{\xi} \otimes k_{\gamma(\xi)}
$$

where $E$ is a 1-separated set in $M, \gamma: E \rightarrow M$ is a map for which there is a $C$ such that $\beta(\xi, \gamma(\xi)) \leq C$ for every $\xi \in E$, and $\sup _{\xi \in E}\left|c_{\xi}\right|<\infty$.

Multiplying out the product, we have

$$
X A Y=\sum_{z \in \Gamma} \sum_{w \in G} a_{z, w} e_{z} \otimes u_{w}
$$

where

$$
a_{z, w}=\sum_{\xi \in E} c_{\xi}\left\langle k_{\xi}, k_{z}\right\rangle\left\langle k_{w}, k_{\gamma(\xi)}\right\rangle
$$

for $z \in \Gamma$ and $w \in G$. We have the partition $E=E_{1} \cup E_{2}$, where $E_{1}=E \cap K$ and $E_{2}=E \cap\{M \backslash K\}$. Accordingly, $a_{z, w}=a_{z, w}^{(1)}+a_{z, w}^{(2)}$, where

$$
a_{z, w}^{(i)}=\sum_{\xi \in E_{i}} c_{\xi}\left\langle k_{\xi}, k_{z}\right\rangle\left\langle k_{w}, k_{\gamma(\xi)}\right\rangle
$$

for $i=1,2$ and $(z, w) \in \Gamma \times G$.
Writing $c=\sup _{\xi \in E}\left|c_{\xi}\right|$, we have

$$
\begin{aligned}
\left|a_{z, w}^{(1)}\right| & \leq c \sum_{\xi \in E_{1}} \frac{\left\{\left(1-|\xi|^{2}\right)\left(1-|z|^{2}\right)\left(1-|w|^{2}\right)\left(1-|\gamma(\xi)|^{2}\right)\right\}^{n / 2}}{|1-\langle z, \xi\rangle|^{n}|1-\langle\gamma(\xi), w\rangle|^{n}} \\
& \leq C_{1} c \sum_{\xi \in E_{1}} \frac{\left(1-|\xi|^{2}\right)^{n}\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, \xi\rangle|^{n}|1-\langle\xi, w\rangle|^{n}}
\end{aligned}
$$

where for the second $\leq$ we use the fact that $\beta(\xi, \gamma(\xi)) \leq C$ for every $\xi \in E$. Thus

$$
\begin{align*}
\left|a_{z, w}^{(1)}\right| & \leq C_{2} c \sum_{\xi \in E_{1}} \frac{\left(1-|\xi|^{2}\right)^{n}}{\mu(D(\xi, 1) \cap M)} \int_{D(\xi, 1) \cap M} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, \zeta\rangle|^{n}|1-\langle\zeta, w\rangle|^{n}} d \mu(\zeta) \\
& \leq C_{3} c \int_{M} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, \zeta\rangle|^{n}|1-\langle\zeta, w\rangle|^{n}} d \mu(\zeta) \tag{5.1}
\end{align*}
$$

where the second $\leq$ follows from Proposition 2.14 and the fact that $E$ is 1 -separated. The fact that $E$ is 1-separated also ensures $\operatorname{card}\left(E_{2}\right) \leq C_{4}$. Therefore it is trivial that

$$
\left|a_{z, w}^{(2)}\right| \leq C_{5} c \int_{M} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, \zeta\rangle|^{n}|1-\langle\zeta, w\rangle|^{n}} d \mu(\zeta)
$$

Combining this with (5.1), we see that

$$
\begin{equation*}
\left|a_{z, w}\right| \leq C_{6} c \int_{M} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, \zeta\rangle|^{n}|1-\langle\zeta, w\rangle|^{n}} d \mu(\zeta) \tag{5.2}
\end{equation*}
$$

for all $z \in \Gamma$ and $w \in G$.
Recall that we have the triangle inequality

$$
\begin{equation*}
|1-\langle z, w\rangle|^{1 / 2} \leq|1-\langle z, \zeta\rangle|^{1 / 2}+|1-\langle\zeta, w\rangle|^{1 / 2} \tag{5.3}
\end{equation*}
$$

[26, Proposition 5.1.2]. Thus if we define

$$
\begin{aligned}
U_{z, w} & =\{\zeta \in M:|1-\langle z, \zeta\rangle| \geq(1 / 4)|1-\langle z, w\rangle|\} \quad \text { and } \\
V_{z, w} & =\{\zeta \in M:|1-\langle\zeta, w\rangle| \geq(1 / 4)|1-\langle z, w\rangle|\},
\end{aligned}
$$

then $U_{z, w} \cup V_{z, w}=M$. Using this decomposition of $M$ in (5.2), we obtain

$$
\begin{aligned}
\left|a_{z, w}\right| \leq C_{7} c & \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, w\rangle|^{n-(1 / 9)}} \times \\
& \left(\int_{M} \frac{1}{\left(1-|\zeta|^{2}\right)^{1 / 9}|1-\langle\zeta, w\rangle|^{n}} d \mu(\zeta)+\int_{M} \frac{1}{|1-\langle z, \zeta\rangle|^{n}\left(1-|\zeta|^{2}\right)^{1 / 9}} d \mu(\zeta)\right)
\end{aligned}
$$

By Lemma 2.10, we have

$$
\begin{aligned}
\int_{M} \frac{1}{\left(1-|\zeta|^{2}\right)^{1 / 9}|1-\langle\zeta, w\rangle|^{n}} & d \mu(\zeta)=\int_{M} \frac{\left(1-|\zeta|^{2}\right)^{n-1-d-(1 / 9)}}{|1-\langle\zeta, w\rangle|^{n}} d v_{M}(\zeta) \\
& \leq 2^{n-1-d} \int_{M} \frac{\left(1-|\zeta|^{2}\right)^{-1 / 9}}{|1-\langle\zeta, w\rangle|^{d+1}} d v_{M}(\zeta) \leq C_{8}\left(1-|w|^{2}\right)^{-1 / 9}
\end{aligned}
$$

Similarly,

$$
\int_{M} \frac{1}{|1-\langle z, \zeta\rangle|^{n}\left(1-|\zeta|^{2}\right)^{1 / 9}} d \mu(\zeta) \leq C_{8}\left(1-|z|^{2}\right)^{-1 / 9}
$$

Therefore

$$
\begin{aligned}
\left|a_{z, w}\right| & \leq C_{9} c \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, w\rangle|^{n-(1 / 9)}}\left(\left(1-|w|^{2}\right)^{-1 / 9}+\left(1-|z|^{2}\right)^{-1 / 9}\right) \\
& \leq C_{10} c \frac{\left(1-|z|^{2}\right)^{(n / 2)-(1 / 9)}\left(1-|w|^{2}\right)^{(n / 2)-(1 / 9)}}{|1-\langle z, w\rangle|^{n-(2 / 9)}}
\end{aligned}
$$

Recall that we assume that $\beta(z, w) \geq r$ for every $(z, w) \in \Gamma \times G$. Thus, applying Lemma 5.1 with $\eta=1 / 9$, we see that $\|X A Y\|$ is small when $r$ is large.

## 6. Compactness criterion for operators in $C^{*}(\mathcal{D})$

In this section, our goal is to prove
Theorem 6.1. Let $A \in C^{*}(\mathcal{D})$. If

$$
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0,
$$

## then $A$ is a compact operator.

In addition to the material from the previous section, the proof of this theorem requires more preparations, not the least of which is the radial-spherical decomposition of the unit ball from [30, Section 4]. We begin the proof with a review of this decomposition.

In the spherical direction, the decomposition begins with the metric

$$
d(u, \xi)=|1-\langle u, \xi\rangle|^{1 / 2}, \quad u, \xi \in S
$$

defined on $S$ [26, page 66]. For any pair of $u \in S$ and $r>0$, we write

$$
S(u, r)=\{\xi \in S: d(u, \xi)<r\} .
$$

There is a constant $A_{0} \in\left(2^{-n}, \infty\right)$ such that

$$
\begin{equation*}
2^{-n} r^{2 n} \leq \sigma(S(u, r)) \leq A_{0} r^{2 n} \tag{6.1}
\end{equation*}
$$

for all $u \in S$ and $0<r \leq \sqrt{2}$ [26, Proposition 5.1.4].
In the radial direction of the ball, we set

$$
\rho_{k}=1-2^{-2 k}
$$

for every $k \in \mathbf{Z}_{+}$. For each pair of natural numbers $m \geq 6$ and $j \in \mathbf{N}$, let us denote

$$
\begin{equation*}
\alpha_{m, j}=m\left(1-\rho_{j m}^{2}\right)^{1 / 2}=m \cdot 2^{-j m} \cdot\left(2-2^{-2 j m}\right)^{1 / 2} . \tag{6.2}
\end{equation*}
$$

Note that $8 \alpha_{m, j} \leq \sqrt{2}$ for all $m \geq 6$ and $j \in \mathbf{N}$. For each pair of $m \geq 6$ and $j \in \mathbf{N}$, let $E_{m, j}$ be a subset of $S$ that is maximal with respect to the property

$$
\begin{equation*}
S\left(u, \alpha_{m, j} / 2\right) \cap S\left(v, \alpha_{m, j} / 2\right)=\emptyset \quad \text { for all } u \neq v \text { in } E_{m, j} \tag{6.3}
\end{equation*}
$$

It follows from the maximality of $E_{m, j}$ that

$$
\begin{equation*}
\bigcup_{u \in E_{m, j}} S\left(u, \alpha_{m, j}\right)=S \tag{6.4}
\end{equation*}
$$

For each triple of $m \geq 6, j \in \mathbf{N}$ and $u \in E_{m, j}$, we define

$$
\begin{align*}
& A_{m, j, u}=\left\{r \xi: \xi \in S\left(u, \alpha_{m, j}\right), r \in\left[\rho_{(j+2) m}, \rho_{(j+3) m}\right]\right\} \quad \text { and } \\
& B_{m, j, u}=\left\{r \xi: \xi \in S\left(u, 3 \alpha_{m, j}\right), r \in\left[\rho_{j m}, \rho_{(j+5) m}\right]\right\} . \tag{6.5}
\end{align*}
$$

Then it follows from (6.4) that

$$
\begin{equation*}
\bigcup_{j=1}^{\infty} \bigcup_{u \in E_{m, j}} A_{m, j, u}=\left\{z \in \mathbf{B}: \rho_{3 m} \leq|z|<1\right\} . \tag{6.6}
\end{equation*}
$$

Lemma 6.2. [30, Lemma 4.3] For each triple of $m \geq 6, j \in \mathbf{N}$ and $u \in E_{m, j}$, define

$$
\begin{equation*}
z_{m, j, u}=\rho_{j m} u \tag{6.7}
\end{equation*}
$$

Then we have $B_{m, j, u} \subset D\left(z_{m, j, u}, R_{m}\right)$, where $R_{m}=2+5 m+\log \left(1+2^{10 m} \times 18 m^{2}\right)$.
By (6.1) and (6.3), there is a natural number $N_{0}$ such that for every triple of $m \geq 6$, $j \in \mathbf{N}$ and $u \in E_{m, j}$, we have

$$
\begin{equation*}
\operatorname{card}\left\{v \in E_{m, j}: d(u, v)<7 \alpha_{m, j}\right\} \leq N_{0} \tag{6.8}
\end{equation*}
$$

By a standard maximality argument, each $E_{m, j}$ admits a partition

$$
E_{m, j}=E_{m, j}^{(1)} \cup \cdots \cup E_{m, j}^{\left(N_{0}\right)}
$$

such that for every $\nu \in\left\{1, \ldots, N_{0}\right\}$, we have $d(u, v) \geq 7 \alpha_{m, j}$ for all $u \neq v$ in $E_{m, j}^{(\nu)}$. This number $N_{0}$ and the above partition will be fixed for the rest of the section.
Lemma 6.3. [30, Lemma 4.2] (a) Let $m \geq 6, j \in \mathbf{N}$ and $\nu \in\left\{1, \ldots, N_{0}\right\}$. If $u, v \in E_{m, j}^{(\nu)}$ and $u \neq v$, then we have $\beta(z, w)>2$ for all $z \in B_{m, j, u}$ and $w \in B_{m, j, v}$.
(b) Let $m \geq 6$. If $u \in E_{m, j}, v \in E_{m, k}$ and $k \geq j+6$, then we have $\beta(z, w)>3$ for all $z \in B_{m, j, u}$ and $w \in B_{m, k, v}$.
(c) Let $m \geq 6, j \in \mathbf{N}$ and $u \in E_{m, j}$. Then $\beta(z, w) \geq 2 \log m$ for all $z \in \mathbf{B} \backslash B_{m, j, u}$ and $w \in A_{m, j, u}$.
Definition 6.4. Let $m \geq 6$ be given. (a) For each pair of $\kappa \in\{1,2,3,4,5,6\}$ and $\nu \in$ $\left\{1, \ldots, N_{0}\right\}$, where $N_{0}$ is the integer that appears in (6.8), let $I_{m}^{(\nu, \kappa)}$ denote the collection of all triples $m, 6 i+\kappa, u$ satisfying the conditions $i \in \mathbf{Z}_{+}$and $u \in E_{m, 6 i+\kappa}^{(\nu)}$.
(b) For $\kappa \in\{1,2,3,4,5,6\}, \nu \in\left\{1, \ldots, N_{0}\right\}$ and $J \in \mathbf{N}$, let $I_{m, J}^{(\nu, \kappa)}$ denote the collection of all triples $m, 6 i+\kappa, u$ satisfying the conditions $0 \leq i \leq J$ and $u \in E_{m, 6 i+\kappa}^{(\nu)}$.
(c) Denote $I_{m}=\cup_{\kappa=1}^{6} \cup_{\nu=1}^{N_{0}} I_{m}^{(\nu, \kappa)}$.

As in [30], we will try to avoid triple subscripts when possible. That is, we use $\omega$ to represent $(m, j, u) \in I_{m}$ and write $A_{\omega}$ and $B_{\omega}$ for $A_{m, j, u}$ and $B_{m, j, u}$ respectively.

From Definition 6.4(a) and Lemma 6.3(a), (b) we immediately obtain
Corollary 6.5. Given any $\kappa \in\{1,2,3,4,5,6\}$ and $\nu \in\left\{1, \ldots, N_{0}\right\}$, if $\omega, \omega^{\prime} \in I_{m}^{(\nu, \kappa)}$ and $\omega \neq \omega^{\prime}$, then for every pair of $z \in B_{\omega}$ and $w \in B_{\omega^{\prime}}$ we have $\beta(z, w)>2$.

Lemma 6.6. Let $U_{1}, \ldots, U_{\ell}$ be subsets of $\mathbf{B}$ such that $U_{j} \cap U_{k}=\emptyset$ for all $j \neq k$. For each $1 \leq k \leq \ell$, let $E_{k}$ and $F_{k}$ be finite subsets of $U_{k}$. Denote $E=\cup_{k=1}^{\ell} E_{k}$ and $F=\cup_{k=1}^{\ell} F_{k}$. Suppose that $\left\{e_{z}: z \in E\right\}$ and $\left\{\epsilon_{w}: w \in F\right\}$ are orthonormal sets in Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ respectively. Define

$$
X_{k}=\sum_{z \in E_{k}} e_{z} \otimes k_{z} \quad \text { and } \quad Y_{k}=\sum_{w \in F_{k}} k_{w} \otimes \epsilon_{w}
$$

for each $1 \leq k \leq \ell$. Let $A$ be any bounded operator on the Hardy space $H^{2}(S)$. Then there exists a subset $L$ of $\{1, \ldots, \ell\}$ such that if we define

$$
X=\sum_{k \in L} X_{k}, \quad Y=\sum_{k \in L} Y_{k}, \quad X^{\prime}=\sum_{k \in\{1, \ldots, \ell\} \backslash L} X_{k} \quad \text { and } \quad Y^{\prime}=\sum_{k \in\{1, \ldots, \ell\} \backslash L} Y_{k},
$$

then

$$
\left\|\sum_{j \neq k} X_{j} A Y_{k}\right\| \leq 4\left\{\left\|X A Y^{\prime}\right\|+\left\|X^{\prime} A Y\right\|\right\}
$$

Proof. We may assume that $\mathcal{H}_{1}=\ell^{2}(E), \mathcal{H}_{2}=\ell^{2}(F)$, and that $\left\{e_{z}: z \in E\right\}$ and $\left\{\epsilon_{w}: w \in F\right\}$ are the standard orthonormal bases for $\ell^{2}(E)$ and $\ell^{2}(F)$ respectively. For a function $f$ defined on $\mathbf{B}$, we define the multiplication operator $M_{f}$ on $\ell^{2}(E)$ and $\ell^{2}(F)$ by the formulas

$$
M_{f} \sum_{z \in E} a_{z} e_{z}=\sum_{z \in E} f(z) a_{z} e_{z} \quad \text { and } \quad M_{f} \sum_{w \in F} b_{w} \epsilon_{w}=\sum_{w \in F} f(w) b_{w} \epsilon_{w}
$$

respectively. The rest of the proof is an adaptation of the proof of [30, Lemma 5.1].
It suffices to consider the case $\ell \geq 2$. Write

$$
Z=\sum_{j \neq k} X_{j} A Y_{k} \quad \text { and } \quad Z_{\theta}=\sum_{j \neq k} e^{i(j-k) \theta} X_{j} A Y_{k}, \quad \theta \in \mathbf{R} .
$$

Then obviously we have

$$
Z=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(Z-Z_{\theta}\right) d \theta
$$

This shows that there is a $\theta^{*} \in[0,2 \pi]$ such that $\|Z\| \leq\left\|Z-Z_{\theta^{*}}\right\|$.
Write $\gamma_{k}=e^{i k \theta^{*}}$ for every $k \in\{1, \ldots, \ell\}$. Define the operators

$$
B=\sum_{j=1}^{\ell} \sum_{k=1}^{\ell} X_{j} A Y_{k} \quad \text { and } \quad B^{\prime}=\sum_{j=1}^{\ell} \sum_{k=1}^{\ell} \gamma_{j} \bar{\gamma}_{k} X_{j} A Y_{k}
$$

from $\ell^{2}(F)$ to $\ell^{2}(E)$. Also, define the function

$$
\psi=\sum_{k=1}^{\ell} \gamma_{k} \chi_{U_{k}}
$$

on B. Since $E_{k} \subset U_{k}, F_{k} \subset U_{k}$ and $U_{j} \cap U_{k}=\emptyset$ for $j \neq k$, we have

$$
B-B^{\prime}=B-M_{\psi} B M_{\bar{\psi}}=M_{\psi}\left(M_{\bar{\psi}} B-B M_{\bar{\psi}}\right) .
$$

For each $k \in\{1, \ldots, \ell\}$, let us write $\gamma_{k}=c_{k}+i d_{k}$, where $c_{k}, d_{k} \in[-1,1]$. Define

$$
p=\sum_{k=1}^{\ell} c_{k} \chi_{U_{k}} \quad \text { and } \quad q=\sum_{k=1}^{\ell} d_{k} \chi_{U_{k}} .
$$

Then the above gives us $B-B^{\prime}=M_{\psi} V-i M_{\psi} W$, where

$$
V=M_{p} B-B M_{p} \quad \text { and } \quad W=M_{q} B-B M_{q} .
$$

Since $\gamma_{k} \bar{\gamma}_{k}=1$ for every $k \in\{1, \ldots, \ell\}$, we have $Z-Z_{\theta^{*}}=B-B^{\prime}$. Consequently, we have either $\|Z\| \leq\left\|Z-Z_{\theta^{*}}\right\| \leq 2\|V\|$ or $\|Z\| \leq\left\|Z-Z_{\theta^{*}}\right\| \leq 2\|W\|$.

In the case $\|Z\| \leq 2\|V\|$, consider $c_{1}, \ldots, c_{\ell}$, which are real numbers in $[-1,1]$. There is a permutation $\tau(1), \ldots, \tau(\ell)$ of the integers $1, \ldots, \ell$ such that

$$
c_{\tau(j)} \geq c_{\tau(j-1)} \quad \text { for every } j \in\{2, \ldots, \ell\}
$$

For each $j \in\{1, \ldots, \ell\}$, define the subset $L_{j}=\{\tau(k): j \leq k \leq \ell\}$ of $\{1, \ldots, \ell\}$. Then

$$
p=\sum_{k=1}^{\ell} c_{\tau(k)} \chi_{U_{\tau(k)}}=c_{\tau(1)} \sum_{\alpha \in L_{1}} \chi_{U_{\alpha}}+\sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right) \sum_{\alpha \in L_{j}} \chi_{U_{\alpha}} .
$$

Obviously, $M_{\chi_{U_{j}}} X_{k}=0$ when $j \neq k$ and $M_{\chi_{U_{k}}} X_{k}=X_{k}$. Thus

$$
\sum_{k=1}^{\ell} c_{k} X_{k}=M_{p} \sum_{k=1}^{\ell} X_{k}=c_{\tau(1)} S_{1}+\sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right) S_{j}, \quad \text { where } \quad S_{j}=\sum_{\alpha \in L_{j}} X_{\alpha}
$$

for every $1 \leq j \leq \ell$. Similarly,

$$
\sum_{k=1}^{\ell} c_{k} Y_{k}=\sum_{k=1}^{\ell} Y_{k} M_{p}=c_{\tau(1)} T_{1}+\sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right) T_{j}, \quad \text { where } T_{j}=\sum_{\alpha \in L_{j}} Y_{\alpha}
$$

for every $1 \leq j \leq \ell$. Note that $L_{1}=\{1, \ldots, \ell\}$. Therefore

$$
\begin{aligned}
V & =M_{p} B-B M_{p}=\sum_{j=1}^{\ell} c_{j} X_{j} A T_{1}-S_{1} A \sum_{j=1}^{\ell} c_{j} Y_{j} \\
& =\sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right)\left(S_{j} A T_{1}-S_{1} A T_{j}\right)=\sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right)\left(S_{j} A T_{j}^{\prime}-S_{j}^{\prime} A T_{j}\right),
\end{aligned}
$$

where

$$
S_{j}^{\prime}=S_{1}-S_{j}=\sum_{\alpha \in\{1, \ldots, \ell\} \backslash L_{j}} X_{\alpha} \quad \text { and } \quad T_{j}^{\prime}=T_{1}-T_{j}=\sum_{\alpha \in\{1, \ldots, \ell\} \backslash L_{j}} Y_{\alpha},
$$

$1 \leq j \leq \ell$. Since $\left(c_{\tau(2)}-c_{\tau(1)}\right)+\cdots+\left(c_{\tau(\ell)}-c_{\tau(\ell-1)}\right)=c_{\tau(\ell)}-c_{\tau(1)} \leq 2$, we have

$$
\|V\| \leq \sum_{j=2}^{\ell}\left(c_{\tau(j)}-c_{\tau(j-1)}\right)\left\|S_{j} A T_{j}^{\prime}-S_{j}^{\prime} A T_{j}\right\| \leq 2 \max _{2 \leq j \leq \ell}\left(\left\|S_{j} A T_{j}^{\prime}\right\|+\left\|S_{j}^{\prime} A T_{j}\right\|\right)
$$

Thus there is a $j_{0} \in\{2, \ldots, \ell\}$ such that

$$
\|V\| \leq 2\left(\left\|S_{j_{0}} A T_{j_{0}}^{\prime}\right\|+\left\|S_{j_{0}}^{\prime} A T_{j_{0}}\right\|\right)
$$

If we simply let $L=L_{j_{0}}$, then $X=S_{j_{0}}, Y=T_{j_{0}}, X^{\prime}=S_{j_{0}}^{\prime}$ and $Y^{\prime}=T_{j_{0}}^{\prime}$. This proves the lemma in the case where $\|Z\| \leq 2\|V\|$.

In the case $\|Z\| \leq 2\|W\|$, we just apply the argument in the preceding paragraph with $d_{1}, \ldots, d_{\ell}$ in place of $c_{1}, \ldots, c_{\ell}$. This completes the proof of the lemma.

Proposition 6.7. Let $A$ be a bounded operator on $\mathcal{Q}$. If

$$
\begin{equation*}
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0, \tag{6.9}
\end{equation*}
$$

then for every $0<r<\infty$ we have

$$
\lim _{\substack{z \in M \\|z| \rightarrow 1}} \sup \left\{\left|\left\langle A k_{z}, k_{w}\right\rangle\right|: w \in D(z, r) \cap M\right\}=0
$$

Proof. Assuming the contrary, we would have an $r>0$ and sequences $\left\{z_{j}\right\}$ and $\left\{w_{j}\right\}$ in $M$ satisfying the following three conditions:
(1) $\lim _{j \rightarrow \infty}\left|z_{j}\right|=1$;
(2) $\beta\left(z_{j}, w_{j}\right)<r$ for every $j$;
(3) $\lim _{j \rightarrow \infty}\left\langle A k_{z_{j}}, k_{w_{j}}\right\rangle=a \neq 0$.

We will show that this leads to a contradiction.
Combining (1) above with Lemma 2.9, discarding a finite number of $j$ 's if necessary, we may further assume that $D\left(z_{j}, 3 r\right) \cap T_{z_{j}}^{\bmod } \subset B\left(z_{j}, c_{0}\right) \cap T_{z_{j}}^{\bmod }$ (cf. (2.8)),

$$
I_{z_{j}}\left(D\left(z_{j}, 2 r\right) \cap T_{z_{j}}^{\bmod }\right) \supset D\left(z_{j}, r\right) \cap M \quad \text { and } \quad I_{z_{j}}\left(D\left(z_{j}, 3 r\right) \cap T_{z_{j}}^{\bmod }\right) \subset D\left(z_{j}, 6 r\right) \cap M
$$

for every $j$. There are $0<s<t<1$ such that

$$
\varphi_{z_{j}}\left(B(0, s) \cap T_{z_{j}}^{\bmod }\right)=D\left(z_{j}, 2 r\right) \cap T_{z_{j}}^{\bmod } \quad \text { and } \quad \varphi_{z_{j}}\left(B(0, t) \cap T_{z_{j}}^{\bmod }\right)=D\left(z_{j}, 3 r\right) \cap T_{z_{j}}^{\bmod }
$$

for every $j$. For each $j$, let $V_{j}: \mathbf{C}^{d} \rightarrow \mathbf{C}^{n}$ be an isometry such that

$$
V_{j} \mathbf{C}^{d}=T_{z_{j}}^{\mathrm{mod}}
$$

Recall that we write $\mathbf{B}_{d}$ for the unit ball in $\mathbf{C}^{d}$. For each $j$, define the map $\alpha_{j}: \mathbf{B}_{d} \rightarrow M$ by the formula

$$
\alpha_{j}(\xi)=I_{z_{j}}\left(\varphi_{z_{j}}\left(t V_{j} \xi\right)\right)
$$

$\xi \in \mathbf{B}_{d}$. Obviously, each $\alpha_{j}$ is analytic, and we have $\alpha_{j}(0)=z_{j}$. By (2), for each $j$ there is a $\xi_{j} \in B_{d}(0, s / t)=\left\{\zeta \in \mathbf{C}^{d}:|\zeta|<s / t\right\}$ such that $\alpha_{j}\left(\xi_{j}\right)=w_{j}$.

For each $j$, we now define the analytic function $F_{j}$ on $\mathbf{B}_{d} \times \mathbf{B}_{d}$ by the formula

$$
F_{j}(\xi, \eta)=\left(1-\left|z_{j}\right|^{2}\right)^{n}\left\langle A K_{\alpha_{j}(\bar{\xi})}, K_{\alpha_{j}(\eta)}\right\rangle, \quad(\xi, \eta) \in \mathbf{B}_{d} \times \mathbf{B}_{d}
$$

A review of the above finds that $\alpha_{j}(\xi) \in D\left(z_{j}, 6 r\right) \cap M$ for all $j$ and $\xi \in \mathbf{B}_{d}$. Therefore there are $0<c_{1} \leq C_{1}<\infty$ such that

$$
c_{1}\left(1-\left|\alpha_{j}(\xi)\right|^{2}\right) \leq 1-\left|z_{j}\right|^{2} \leq C_{1}\left(1-\left|\alpha_{j}(\xi)\right|^{2}\right) \quad \text { for all } j \text { and } \xi \in \mathbf{B}_{d}
$$

Thus $\left|F_{j}(\xi, \eta)\right| \leq C_{2}$ for all $j, \xi$ and $\eta$. Hence there exist a subsequence $\left\{F_{j_{\nu}}\right\}$ of $\left\{F_{j}\right\}$ and an analytic function $F$ on $\mathbf{B}_{d} \times \mathbf{B}_{d}$ such that $\left\{F_{j_{\nu}}\right\}$ uniformly converges to $F$ on every compact subset of $\mathbf{B}_{d} \times \mathbf{B}_{d}$. For each $\xi \in \mathbf{B}_{d}$, since $\beta\left(\alpha_{j}(\xi), z_{j}\right)<6 r$, it follows from (1) that $\lim _{j \rightarrow \infty}\left|\alpha_{j}(\xi)\right|=1$. By (6.9), we have

$$
F(\bar{\xi}, \xi)=\lim _{\nu \rightarrow \infty} F_{j_{\nu}}(\bar{\xi}, \xi)=\lim _{\nu \rightarrow \infty}\left(1-\left|z_{j_{\nu}}\right|^{2}\right)^{n}\left\langle A K_{\alpha_{j_{\nu}}(\xi)}, K_{\alpha_{j_{\nu}}}(\xi)\right\rangle=0
$$

Since this holds for every $\xi \in \mathbf{B}_{d}$, it is well known that it implies that $F$ is identically 0 on $\mathbf{B}_{d} \times \mathbf{B}_{d}$. Therefore $\left\{F_{j_{\nu}}\right\}$ uniformly converges to 0 on every compact subset of $\mathbf{B}_{d} \times \mathbf{B}_{d}$. Since $\xi_{j_{\nu}} \in B_{d}(0, s / t)$ for every $\nu$, in particular we have

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} F_{j_{\nu}}\left(0, \xi_{j_{\nu}}\right)=0 \tag{6.10}
\end{equation*}
$$

On the other hand, since $\alpha_{j_{\nu}}(0)=z_{j_{\nu}}$ and $\alpha_{j_{\nu}}\left(\xi_{j_{\nu}}\right)=w_{j_{\nu}}$, we have

$$
F_{j_{\nu}}\left(0, \xi_{j_{\nu}}\right)=\left(1-\left|z_{j_{\nu}}\right|^{2}\right)^{n}\left\langle A K_{z_{j_{\nu}}}, K_{w_{j_{\nu}}}\right\rangle=\left(\frac{1-\left|z_{j_{\nu}}\right|^{2}}{1-\left|w_{j_{\nu}}\right|^{2}}\right)^{n / 2}\left\langle A k_{z_{j_{\nu}}}, k_{w_{j_{\nu}}}\right\rangle
$$

Since $1-\left|z_{j_{\nu}}\right|^{2} \geq c_{1}\left(1-\left|w_{j_{\nu}}\right|^{2}\right)$, (6.10) contradicts (3). This completes the proof.
Lemma 6.8. Let $\Gamma$ be a separated set contained in $M$, and let $\gamma: \Gamma \rightarrow M$ be a map for which there is a $0<C<\infty$ such that $\beta(z, \gamma(z)) \leq C$ for every $z \in \Gamma$. Suppose that $A$ is a bounded operator on $\mathcal{Q}$ which has the property

$$
\begin{equation*}
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0 \tag{6.11}
\end{equation*}
$$

Then for every bounded set of coefficients $\left\{c_{z}: z \in \Gamma\right\}$, the operator

$$
\sum_{z \in \Gamma} c_{z}\left\langle A k_{\gamma(z)}, k_{z}\right\rangle k_{z} \otimes k_{\gamma(z)}
$$

is compact.
Proof. Let $\left\{e_{z}: z \in \Gamma\right\}$ be an orthonormal set. We have the factorization

$$
\sum_{z \in \Gamma} c_{z}\left\langle A k_{\gamma(z)}, k_{z}\right\rangle k_{z} \otimes k_{\gamma(z)}=X T Y
$$

where

$$
X=\sum_{z \in \Gamma} c_{z} k_{z} \otimes e_{z}, \quad T=\sum_{z \in \Gamma}\left\langle A k_{\gamma(z)}, k_{z}\right\rangle e_{z} \otimes e_{z} \quad \text { and } \quad Y=\sum_{z \in \Gamma} e_{z} \otimes k_{\gamma(z)}
$$

By Lemma 4.2, $X$ and $Y$ are bounded operators. Since $\gamma$ has the property that $\beta(z, \gamma(z)) \leq$ $C$ for every $z \in \Gamma$, Proposition 6.7 tells us that (6.11) implies

$$
\lim _{\substack{z \in \Gamma \\|z| \rightarrow 1}}\left\langle A k_{\gamma(z)}, k_{z}\right\rangle=0
$$

Hence $T$ is a compact operator. This completes the proof.
Proof of Theorem 6.1. By Corollary 4.6, it suffices to show that for any given $X, Y \in \mathcal{D}_{0}$, the operator $X A Y$ is compact. Furthermore, it suffices to assume that

$$
X=\sum_{z \in \Gamma} a_{z} k_{z} \otimes k_{z} \quad \text { and } \quad Y=\sum_{w \in G} b_{w} k_{w} \otimes k_{w}
$$

where $\Gamma$ and $G$ are 1-separated sets in $M \cap K$ and the sets of coefficients $\left\{a_{z}: z \in \Gamma\right\}$ and $\left\{b_{w}: w \in G\right\}$ are bounded. We will decompose $X$ and $Y$ using the sets in Definition 6.4.

Let a large $m \geq 6$ be given. Define

$$
F_{m}=\left\{z \in \Gamma:|z|<\rho_{3 m}\right\} \quad \text { and } \quad \Gamma_{m}=\left\{z \in \Gamma:|z| \geq \rho_{3 m}\right\} .
$$

Then $X=T_{m}+X_{m}$, where

$$
T_{m}=\sum_{z \in F_{m}} a_{z} k_{z} \otimes k_{z} \quad \text { and } \quad X_{m}=\sum_{z \in \Gamma_{m}} a_{z} k_{z} \otimes k_{z}
$$

Obviously, $\operatorname{rank}\left(T_{m}\right)<\infty$. We need to further decompose $X_{m}$. By (6.6) and Definition 6.4, we have $\cup_{\omega \in I_{m}} A_{\omega} \supset \Gamma_{m}$. Therefore there is a partition

$$
\begin{equation*}
\Gamma_{m}=\bigcup_{\omega \in I_{m}} \Gamma_{\omega} \text { such that } \Gamma_{\omega} \subset A_{\omega} \text { for every } \omega \in I_{m} \tag{6.12}
\end{equation*}
$$

Accordingly, for each $\omega \in I_{m}$ we define

$$
\begin{equation*}
X_{\omega}=\sum_{z \in \Gamma_{\omega}} a_{z} k_{z} \otimes k_{z} \tag{6.13}
\end{equation*}
$$

Also, for each pair of $\kappa \in\{1,2,3,4,5,6\}$ and $\nu \in\left\{1, \ldots, N_{0}\right\}$ we define

$$
\begin{equation*}
X_{m}^{(\nu, \kappa)}=\sum_{\omega \in I_{m}^{(\nu, \kappa)}} X_{\omega} . \tag{6.14}
\end{equation*}
$$

Thus

$$
X=T_{m}+\sum_{\kappa=1}^{6} \sum_{\nu=1}^{N_{0}} X_{m}^{(\nu, \kappa)}
$$

Because $N_{0}$ is a constant (see (6.8)), and because $\operatorname{rank}\left(T_{m}\right)<\infty$, to complete the proof, it suffices to show that for each pair of $\kappa \in\{1,2,3,4,5,6\}$ and $\nu \in\left\{1, \ldots, N_{0}\right\}, X_{m}^{(\nu, \kappa)} A Y$ is the sum of a compact operator and an operator of small norm when $m$ is large.

To do that, let a pair of $\kappa \in\{1,2,3,4,5,6\}$ and $\nu \in\left\{1, \ldots, N_{0}\right\}$ be given. We will decompose $Y$ accordingly. Define

$$
\begin{equation*}
B_{m}^{(\nu, \kappa)}=\bigcup_{\omega \in I_{m}^{(\nu, \kappa)}} B_{\omega} . \tag{6.15}
\end{equation*}
$$

Then

$$
Y=S_{m}^{(\nu, \kappa)}+Y_{m}^{(\nu, \kappa)}
$$

where

$$
S_{m}^{(\nu, \kappa)}=\sum_{w \in G \backslash B_{m}^{(\nu, \kappa)}} b_{w} k_{w} \otimes k_{w} \quad \text { and } \quad Y_{m}^{(\nu, \kappa)}=\sum_{w \in G \cap B_{m}^{(\nu, \kappa)}} b_{w} k_{w} \otimes k_{w} .
$$

Let us first show that $\left\|X_{m}^{(\nu, \kappa)} A S_{m}^{(\nu, \kappa)}\right\|$ is small when $m$ is large. By (6.12) and (6.15), if $z \in \Gamma_{\omega}$ for some $\omega \in I_{m}^{(\nu, \kappa)}$ and if $w \in G \backslash B_{m}^{(\nu, \kappa)}$, then $w \notin B_{\omega}$. By Lemma 6.3(c), we have

$$
\begin{equation*}
\beta(z, w) \geq 2 \log m \tag{6.16}
\end{equation*}
$$

In other words, if we define

$$
\Gamma_{m}^{(\nu, \kappa)}=\bigcup_{\omega \in I_{m}^{(\nu, \kappa)}} \Gamma_{\omega},
$$

then (6.16) holds for every pair of $z \in \Gamma_{m}^{(\nu, \kappa)}$ and $w \in G \backslash B_{m}^{(\nu, \kappa)}$. Since the union in (6.12) is a partition, i.e., $\Gamma_{\omega} \cap \Gamma_{\omega^{\prime}}=\emptyset$ if $\omega \neq \omega^{\prime}$, from (6.13) and (6.14) we see that

$$
X_{m}^{(\nu, \kappa)}=\sum_{z \in \Gamma_{m}^{(\nu, \kappa)}} a_{z} k_{z} \otimes k_{z} .
$$

Recall that we assume $A \in C^{*}(\mathcal{D})$. Hence it follows from (6.16) and Lemmas 5.3 and 4.2 that $\left\|X_{m}^{(\nu, \kappa)} A S_{m}^{(\nu, \kappa)}\right\|$ is small when $m$ is large.

Thus what remains is to show that $X_{m}^{(\nu, \kappa)} A Y_{m}^{(\nu, \kappa)}$ is the sum of a compact operator and an operator of small norm when $m$ is large. To accomplish that goal, we partition the set $G \cap B_{m}^{(\nu, \kappa)}$ in the form

$$
G \cap B_{m}^{(\nu, \kappa)}=\bigcup_{\omega \in I_{m}^{(\nu, \kappa)}} G_{\omega}, \quad \text { where } G_{\omega} \subset B_{\omega} \text { for each } \omega \in I_{m}^{(\nu, \kappa)}
$$

Accordingly, we have

$$
Y_{m}^{(\nu, \kappa)}=\sum_{\omega \in I_{m}^{(\nu, \kappa)}} Y_{\omega}, \quad \text { where } Y_{\omega}=\sum_{w \in G_{\omega}} b_{w} k_{w} \otimes k_{w} \text { for each } \omega \in I_{m}^{(\nu, \kappa)}
$$

Recalling (6.14), we now have $X_{m}^{(\nu, \kappa)} A Y_{m}^{(\nu, \kappa)}=D+W$, where

$$
D=\sum_{\omega \in I_{m}^{(\nu, \kappa)}} X_{\omega} A Y_{\omega} \quad \text { and } \quad W=\sum_{\substack{\omega, \omega^{\prime} \in I_{m}^{(\nu, k)} \\ \omega \neq \omega^{\prime}}} X_{\omega} A Y_{\omega^{\prime}} .
$$

Obviously,

$$
D=\sum_{\omega \in I_{m}^{(\nu, \kappa)}} \sum_{(z, w) \in \Gamma_{\omega} \times G_{\omega}} a_{z} b_{w}\left\langle A k_{w}, k_{z}\right\rangle k_{z} \otimes k_{w} .
$$

Recall from Lemma 6.2 that $B_{\omega} \subset D\left(z_{\omega}, R_{m}\right)$ for every $\omega \in I_{m}^{(\nu, \kappa)}$. Since $\Gamma_{\omega} \subset A_{\omega}$ and $G_{\omega} \subset B_{\omega}$, we have $\beta(z, w)<2 R_{m}$ for every $(z, w) \in \Gamma_{\omega} \times G_{\omega}, \omega \in I_{m}^{(\nu, \kappa)}$. Since $G$ is 1separated, there is a constant $C_{m}$ such that $\operatorname{card}\left(G_{\omega}\right) \leq C_{m}$ for every $\omega \in I_{m}^{(\nu, \kappa)}$. Therefore it follows from Lemma 6.8 that $D$ is a compact operator.

As the last step of the proof, we need to show that $\|W\|$ is small when $m$ is large. To that end, we pick orthonormal sets $\left\{e_{z}: z \in \Gamma_{m}^{(\nu, \kappa)}\right\}$ and $\left\{u_{w}: w \in G \cap B_{m}^{(\nu, \kappa)}\right\}$. Define

$$
\begin{equation*}
K_{\omega}=\sum_{z \in \Gamma_{\omega}} e_{z} \otimes k_{z} \quad \text { and } \quad L_{\omega}=\sum_{w \in G_{\omega}} k_{w} \otimes u_{w} \tag{6.17}
\end{equation*}
$$

for each $\omega \in I_{m}^{(\nu, \kappa)}$. We also define

$$
U=\sum_{z \in \Gamma_{m}^{(\nu, \kappa)}} a_{z} k_{z} \otimes e_{z} \quad \text { and } \quad V=\sum_{w \in G \cap B_{m}^{(\nu, \kappa)}} b_{w} u_{w} \otimes k_{w} .
$$

Then we can factor $W$ in the form $W=U H V$, where

$$
H=\sum_{\substack{\omega, \omega^{\prime} \in I_{m}^{(\nu, r)} \\ \omega \neq \omega^{\prime}}} K_{\omega} A L_{\omega^{\prime}} .
$$

By Lemma 4.2 we have $\|U\| \leq C_{4.2} a$ and $\|V\| \leq C_{4.2} b$, where $a=\sup _{z \in \Gamma}\left|a_{z}\right|$ and $b=$ $\sup _{w \in G}\left|b_{w}\right|$. Hence the proof will be complete if we can show that $\|H\|$ is small when $m$ is large. To estimate $\|H\|$, for each $J \in \mathbf{N}$ we define

$$
H_{J}=\sum_{\substack{\omega, \omega^{\prime} \in I_{m}^{(\nu, \kappa)} \\ \omega \neq \omega^{\prime}, J}} K_{\omega} A L_{\omega^{\prime}}
$$

(cf. Definition 6.4(b)). We have the strong convergence $H_{J} \rightarrow H$ as $J \rightarrow \infty$. Therefore there is a $J^{*} \in \mathbf{N}$ such that $\|H\| \leq 2\left\|H_{J^{*}}\right\|$. Since $I_{m, J^{*}}^{(\nu, \kappa)}$ is a finite set, and since Corollary 6.5 tells us that $B_{\omega} \cap B_{\omega^{\prime}}=\emptyset$ for $\omega \neq \omega^{\prime}$ in $I_{m, J^{*}}^{(\nu, \kappa)}$, by Lemma 6.6 , there is a subset $F$ of $I_{m, J^{*}}^{(\nu, \kappa)}$ such that if we define

$$
\Sigma=\sum_{\omega \in F} K_{\omega}, \quad \Lambda=\sum_{\omega \in F} L_{\omega}, \quad \Sigma^{\prime}=\sum_{\omega \in I_{m, J^{*}}^{(\nu, \kappa)} \backslash F} K_{\omega} \quad \text { and } \quad \Lambda^{\prime}=\sum_{\omega \in I_{m, J^{*} \backslash}^{(\nu, \kappa)} \backslash F} L_{\omega},
$$

then

$$
\|H\| \leq 2\left\|H_{J^{*}}\right\| \leq 8\left\{\left\|\Sigma A \Lambda^{\prime}\right\|+\left\|\Sigma^{\prime} A \Lambda\right\|\right\} .
$$

By (6.17), we have

$$
\Sigma=\sum_{\omega \in F} \sum_{z \in \Gamma_{\omega}} e_{z} \otimes k_{z} \quad \text { and } \quad \Lambda^{\prime}=\sum_{\omega \in I_{m, J^{*}}^{(\nu, \kappa)} \backslash F} \sum_{w \in G_{\omega}} k_{w} \otimes u_{w} .
$$

Recall that $\Gamma_{\omega} \subset A_{\omega}$ and $G_{\omega^{\prime}} \subset B_{\omega^{\prime}}$. Again, for any pair of $\omega \in F$ and $\omega^{\prime} \in I_{m, J^{*}}^{(\nu, \kappa)} \backslash F$, we have $B_{\omega} \cap B_{\omega^{\prime}}=\emptyset$ by Corollary 6.5. Thus by Lemma 6.3(c), for such a pair of $\omega$ and $\omega^{\prime}$, if $z \in \Gamma_{\omega}$ and $w \in G_{\omega^{\prime}}$, then $\beta(z, w) \geq 2 \log m$. Since $A \in C^{*}(\mathcal{D})$, we can apply Lemma 5.3 to conclude that $\left\|\Sigma A \Lambda^{\prime}\right\|$ is small when $m$ is large. Similarly, $\left\|\Sigma^{\prime} A \Lambda\right\|$ is small when $m$ is large. Therefore $\|H\|$ is small when $m$ is large. This completes the proof.

## 7. Compactness criterion in the Toeplitz algebra $\mathcal{T} \mathcal{Q}$

Recall that for any $f \in L^{\infty}(S, d \sigma)$, we define the "Toeplitz operator"

$$
Q_{f} h=Q(f h), \quad h \in \mathcal{Q},
$$

on the quotient module $\mathcal{Q}$. We write $\mathcal{T} \mathcal{Q}$ for the $C^{*}$-algebra generated by $\left\{Q_{f}: f \in\right.$ $\left.L^{\infty}(S, d \sigma)\right\}$. We think of $\mathcal{T} \mathcal{Q}$ as the "Toeplitz algebra" on the quotient module.

Lemma 7.1. Given any $0<\eta<1$, there is a constant $0<C_{7.1} .<\infty$ such that

$$
\begin{equation*}
\int_{S}\left|k_{z}(u) \| k_{w}(u)\right| d \sigma(u) \leq C_{7.1} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}} \tag{7.1}
\end{equation*}
$$

for all $z, w \in \mathbf{B}$.

Proof. Given any $z, w \in \mathbf{B}$, let us write $x=\varphi_{w}(z)$. For $u \in S$, we have

$$
1-\left\langle\varphi_{w}(u), w\right\rangle=\frac{1-|w|^{2}}{1-\langle u, w\rangle} \quad \text { and } \quad 1-\left\langle\varphi_{w}(u), z\right\rangle=\frac{\left(1-|w|^{2}\right)(1-\langle u, x\rangle)}{(1-\langle u, w\rangle)(1-\langle w, x\rangle)}
$$

Therefore

$$
\frac{1-\left\langle\varphi_{w}(u), w\right\rangle}{1-\left\langle\varphi_{w}(u), z\right\rangle}=\frac{1-\langle w, x\rangle}{1-\langle u, x\rangle}
$$

Let $0<\eta<1$ be given. Starting with the unnormalized $K_{z}$ and $K_{w}$, we have

$$
\begin{align*}
& \int\left|K_{z}(u) K_{w}(u)\right| d \sigma(u)=\frac{1}{\left(1-|w|^{2}\right)^{n}} \int\left|K_{z}(u) K_{w}^{-1}(u)\right|\left|k_{w}(u)\right|^{2} d \sigma(u) \\
& \quad=\frac{1}{\left(1-|w|^{2}\right)^{n}} \int\left|K_{z}\left(\varphi_{w}(u)\right) K_{w}^{-1}\left(\varphi_{w}(u)\right)\right| d \sigma(u) \\
& \quad=\frac{|1-\langle w, x\rangle|^{n}}{\left(1-|w|^{2}\right)^{n}} \int \frac{1}{|1-\langle u, x\rangle|^{n}} d \sigma(u) \leq \frac{|1-\langle w, x\rangle|^{n}}{\left(1-|w|^{2}\right)^{n}} \cdot \frac{C_{1}}{\left(1-|x|^{2}\right)^{\eta}} \tag{7.2}
\end{align*}
$$

where for the $\leq$ we cite [26, Proposition 1.4.10]. Since $x=\varphi_{w}(z)$, we have

$$
\frac{|1-\langle w, x\rangle|^{n}}{\left(1-|w|^{2}\right)^{n}}=\frac{1}{|1-\langle w, z\rangle|^{n}} \quad \text { and } \quad \frac{1}{\left(1-|x|^{2}\right)^{\eta}}=\frac{|1-\langle w, z\rangle|^{2 \eta}}{\left(1-|w|^{2}\right)^{\eta}\left(1-|z|^{2}\right)^{\eta}}
$$

Substituting these identities in (7.2), (7.1) follows.
Proposition 7.2. We have $\mathcal{T} \mathcal{Q} \subset C^{*}(\mathcal{D})$.
Proof. It suffices to show that $Q_{f} \in C^{*}(\mathcal{D})$ for every $f \in L^{\infty}(S, d \sigma)$. By Corollary 4.6(b), we only need to show that $X Q_{f} Y \in C^{*}(\mathcal{D})$ for every pair of $X, Y \in \mathcal{D}_{0}$. As in the proof of Theorem 6.1, we can be more specific about $X$ and $Y$; we assume that

$$
X=\sum_{z \in \Gamma} a_{z} k_{z} \otimes k_{z} \quad \text { and } \quad Y=\sum_{w \in G} b_{w} k_{w} \otimes k_{w}
$$

where $\Gamma$ and $G$ are 1-separated sets in $M \cap K$ and the sets of coefficients $\left\{a_{z}: z \in \Gamma\right\}$ and $\left\{b_{w}: w \in G\right\}$ are bounded. Denote $a=\sup _{z \in \Gamma}\left|a_{z}\right|$ and $b=\sup _{w \in G}\left|b_{w}\right|$.

We can regard $Q_{f}, X, Y$ as operators on $L^{2}(S, d \sigma)$. Thus

$$
X Q_{f} Y=X M_{f} Y=\sum_{(z, w) \in \Gamma \times G} a_{z} b_{w} c_{z, w} k_{z} \otimes k_{w},
$$

where

$$
c_{z, w}=\left\langle M_{f} k_{w}, k_{z}\right\rangle .
$$

For any $r>0$, we have the partition $\Gamma \times G=E_{r} \cup F_{r}$, where

$$
E_{r}=\{(z, w) \in \Gamma \times G: \beta(z, w) \leq r\} \quad \text { and } \quad F_{r}=\{(z, w) \in \Gamma \times G: \beta(z, w)>r\}
$$

Accordingly, $X Q_{f} Y=D_{r}+W_{r}$, where

$$
D_{r}=\sum_{(z, w) \in E_{r}} a_{z} b_{w} c_{z, w} k_{z} \otimes k_{w} \quad \text { and } \quad W_{r}=\sum_{(z, w) \in F_{r}} a_{z} b_{w} c_{z, w} k_{z} \otimes k_{w}
$$

Obviously, the set $\left\{a_{z} b_{w} c_{z, w}:(z, w) \in \Gamma \times G\right\}$ is bounded. There is a $C(r)$ such that for every $z \in \Gamma$, $\operatorname{card}\{w \in G: \beta(z, w) \leq r\} \leq C(r)$. Hence $D_{r}$ is in the linear span of $\mathcal{D}$. Thus the proof will be complete if we can show that $\left\|W_{r}\right\|$ is small when $r$ is large.

To that end, we pick orthonormal sets $\left\{e_{z}: z \in \Gamma\right\},\left\{u_{w}: w \in G\right\}$ and factor $W_{r}$ in the form $W_{r}=U H_{r} V$, where

$$
U=\sum_{z \in \Gamma} a_{z} k_{z} \otimes e_{z}, \quad H_{r}=\sum_{(z, w) \in F_{r}} c_{z, w} e_{z} \otimes u_{w} \quad \text { and } \quad V=\sum_{w \in G} b_{w} u_{w} \otimes k_{w}
$$

By Lemma 4.2, we have $\|U\| \leq C_{4.2} a$ and $\|V\| \leq C_{4.2} b$. Let $0<\eta \leq 1 / 4$ be chosen. Then from Lemma 7.1 we obtain

$$
\left|c_{z, w}\right| \leq\|f\|_{\infty}\langle | k_{z}\left|,\left|k_{w}\right|\right\rangle \leq C_{7.1}\|f\|_{\infty} \frac{\left(1-|z|^{2}\right)^{(n / 2)-\eta}\left(1-|w|^{2}\right)^{(n / 2)-\eta}}{|1-\langle z, w\rangle|^{n-2 \eta}}
$$

for all $(z, w) \in \Gamma \times G$. Recalling the definition of $F_{r}$, from Lemma 5.1 we see that $\left\|H_{r}\right\|$ is small when $r$ is large. Thus $\left\|W_{r}\right\|$ is small when $r$ is large. This completes the proof.

Below is the most significant application of Theorem 6.1:
Theorem 7.3. Let $A \in \mathcal{T} \mathcal{Q}$. If

$$
\lim _{\substack{z \in M \\|z| \rightarrow 1}}\left\langle A k_{z}, k_{z}\right\rangle=0
$$

then $A$ is a compact operator.
Proof. This is an immediate consequence of Proposition 7.2 and Theorem 6.1.

## 8. Essential normality

We will now show that the quotient module $\mathcal{Q}$ is $p$-essentially normal for $p>d$. For this purpose, just as in [28], it will be convenient to get certain Lorentz-like ideals involved.

For each $1 \leq p<\infty$, the formula

$$
\|A\|_{p}^{+}=\sup _{k \geq 1} \frac{s_{1}(A)+s_{2}(A)+\cdots+s_{k}(A)}{1^{-1 / p}+2^{-1 / p}+\cdots+k^{-1 / p}}
$$

defines a symmetric norm for operators. On a Hilbert space $\mathcal{H}$, the set

$$
\mathcal{C}_{p}^{+}=\left\{A \in \mathcal{B}(\mathcal{H}):\|A\|_{p}^{+}<\infty\right\}
$$

is a norm ideal. See Sections III. 2 and III. 14 in [17]. It is well known that $\mathcal{C}_{p}^{+} \subset \mathcal{C}_{p^{\prime}}$ for all $1 \leq p<p^{\prime}<\infty$.

The reason why the $\mathcal{C}_{p}^{+}$'s are the preferred ideals in the study of the Arveson-Douglas conjecture is that norm estimates in these ideals are particularly easy:

Lemma 8.1. [28, Lemma 2.9] Given any positive numbers $0<a \leq b<\infty$, there is a constant $0<B(a, b)<\infty$ such that the following holds true: Let $\mathcal{H}$ be a Hilbert space, and suppose that $F_{0}, F_{1}, \ldots, F_{k}, \ldots$ are operators on $\mathcal{H}$ such that the following two conditions are satisfied for every $k$ :
(1) $\left\|F_{k}\right\| \leq 2^{-a k}$,
(2) $\operatorname{rank}\left(F_{k}\right) \leq 2^{b k}$.

Then the operator $F=\sum_{k=0}^{\infty} F_{k}$ satisfies the estimate $\|F\|_{b / a}^{+} \leq B(a, b)$. In particular, $F \in \mathcal{C}_{b / a}^{+}$.

Lemma 8.2. Given any $\epsilon>0$, there is a constant $0<C_{8.2}=C_{8.2}(\epsilon)<\infty$ such that the following holds true: Let $\Gamma$ be a 1-separated set in $M \cap K$ and let $\left\{e_{z}: z \in \Gamma\right\}$ be an orthonormal set in a Hilbert space $\mathcal{H}$. Then the operator

$$
T=\sum_{z, w \in \Gamma} \frac{\left(1-|z|^{2}\right)^{(d+\epsilon) / 2}\left(1-|w|^{2}\right)^{(d+\epsilon) / 2}}{|1-\langle z, w\rangle|^{d+\epsilon}} e_{z} \otimes e_{w}
$$

satisfies the estimate $\|T\| \leq C_{8.2}$.
Proof. Recall from Proposition 2.14 that $\left(1-|w|^{2}\right)^{d+1} \leq C_{1} v_{M}(D(w, 1) \cap M)$ for $w \in M \cap K$. Also, if $\xi \in D(w, 1) \cap M$, then

$$
\frac{\left(1-|w|^{2}\right)^{-1+(\epsilon / 2)}}{|1-\langle z, w\rangle|^{d+\epsilon}} \leq C_{2} \frac{\left(1-|\xi|^{2}\right)^{-1+(\epsilon / 2)}}{|1-\langle z, \xi\rangle|^{d+\epsilon}}
$$

Define $h(w)=\left(1-|w|^{2}\right)^{d / 2}$ for $w \in \Gamma$. For each $z \in \Gamma$ we have

$$
\begin{aligned}
\sum_{w \in \Gamma} & \frac{\left(1-|z|^{2}\right)^{(d+\epsilon) / 2}\left(1-|w|^{2}\right)^{(d+\epsilon) / 2}}{|1-\langle z, w\rangle|^{d+\epsilon}} h(w) \\
& \leq C_{3} \sum_{w \in \Gamma} \int_{D(w, 1) \cap M} \frac{\left(1-|z|^{2}\right)^{(d+\epsilon) / 2}\left(1-|\xi|^{2}\right)^{-1+(\epsilon / 2)}}{|1-\langle z, \xi\rangle|^{d+\epsilon}} d v_{M}(\xi) \\
& \leq C_{3}\left(1-|z|^{2}\right)^{d / 2} \int_{M} \frac{\left(1-|z|^{2}\right)^{\epsilon / 2}\left(1-|\xi|^{2}\right)^{-1+(\epsilon / 2)}}{|1-\langle z, \xi\rangle|^{d+1+(\epsilon / 2)-1+(\epsilon / 2)}} d v_{M}(\xi) \\
& \leq C_{4}\left(1-|z|^{2}\right)^{d / 2}=C_{4} h(z),
\end{aligned}
$$

where the third $\leq$ follows from Lemma 2.10. By the Schur test, we have $\|T\| \leq C_{4}$.
Proposition 8.3. Let $X \in \mathcal{D}_{0}$, which we also consider as an operator on $L^{2}(S, d \sigma)$. If $f$ is a Lipschitz function on $S$, then $\left[M_{f}, X\right]$ is in the Schatten class $\mathcal{C}_{p}$ for every $p>2 d$.

Proof. As before, we can be more specific about $X$. That is, we only need to consider

$$
X=\sum_{z \in \Gamma} c_{z} k_{z} \otimes k_{z}
$$

where $\Gamma$ is a 1 -separated set in $M \cap K$ and the set $\left\{c_{z}: z \in \Gamma\right\}$ is bounded. Let $p>2 d$ be given. Then pick an $0<\epsilon<1 / 2$ such that

$$
\begin{equation*}
2 d /(1-\epsilon)<p \tag{8.1}
\end{equation*}
$$

Given an $f \in \operatorname{Lip}(S)$, we have $\left[M_{f}, X\right]=F-G$, where

$$
F=\sum_{z \in \Gamma} c_{z}\left\{(f-f(z /|z|)) k_{z}\right\} \otimes k_{z} \quad \text { and } \quad G=\sum_{z \in \Gamma} c_{z} k_{z} \otimes\left\{\overline{(f-f(z /|z|))} k_{z}\right\}
$$

Since $G^{*}$ is just another $F$, it suffices to deal with $F$.
For each $k \geq 0$, define

$$
M_{k}=\left\{z \in M: 1-2^{-2 k} \leq|z|<1-2^{-2(k+1)}\right\}
$$

and $\Gamma_{k}=\Gamma \cap M_{k}$. For each $k \geq 0$, we further define

$$
F_{k}=\sum_{z \in \Gamma_{k}} c_{z}\left\{(f-f(z /|z|)) k_{z}\right\} \otimes k_{z} .
$$

Since $F=\sum_{k=0}^{\infty} F_{k}$, our goal is to apply Lemma 8.1. For this purpose, we need to estimate $\left\|F_{k}\right\|$ and $\operatorname{rank}\left(F_{k}\right)$. But since the estimate for $\operatorname{rank}\left(F_{k}\right)$ only involves $\operatorname{card}\left(\Gamma_{k}\right)$, it is the same as that in the proof of [28, Proposition 3.5]. In fact, by (3.5) in [28], we have

$$
\begin{equation*}
\operatorname{rank}\left(F_{k}\right) \leq C 2^{2 d k} \tag{8.2}
\end{equation*}
$$

for every $k \geq 0$. (See [28, page 1080] for the proof.) But the estimate for $\left\|F_{k}\right\|$ is different, because we are now working on the Hardy space, not the Bergman space in [28].

Let $\left\{e_{z}: z \in \Gamma\right\}$ be an orthonormal set. Then we have $F_{k}=A_{k} H$, where

$$
A_{k}=\sum_{z \in \Gamma_{k}}\left\{(f-f(z /|z|)) k_{z}\right\} \otimes e_{z} \quad \text { and } \quad H=\sum_{z \in \Gamma} c_{z} e_{z} \otimes k_{z} .
$$

By Lemma 4.2, $\|H\| \leq C_{4.2} c$, where $c=\sup _{z \in \Gamma}\left|c_{z}\right|$. For each $k \geq 0$, we have

$$
A_{k}^{*} A_{k}=\sum_{z, w \in \Gamma_{k}} a_{z, w} e_{z} \otimes e_{w}
$$

where

$$
a_{z, w}=\left\langle(f-f(w /|w|)) k_{w},(f-f(z /|z|)) k_{z}\right\rangle
$$

for $z, w \in \Gamma$. For $z \in \Gamma$ and $u \in S$, we have

$$
\begin{aligned}
|f(u)-f(z /|z|)| & \leq L(f)|u-(z /|z|)| \\
& \leq \sqrt{2} L(f)|1-\langle u, z /| z|\rangle\left.\right|^{1 / 2} \leq 2 L(f)|1-\langle u, z\rangle|^{1 / 2}
\end{aligned}
$$

where $L(f)$ is the Lipschitz constant for $f$. Thus for every pair of $z, w \in \Gamma$,

$$
\left|a_{z, w}\right| \leq C_{1} \int_{S} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle u, z\rangle|^{n-(1 / 2)}|1-\langle u, w\rangle|^{n-(1 / 2)}} d \sigma(u) .
$$

Note that $n-(1 / 2)=\{n-1+\epsilon\}+\{(1 / 2)-\epsilon\}$. Using triangle inequality (5.3) again, by the argument following it in the proof of Lemma 5.3, this time we have

$$
\left|a_{z, w}\right| \leq C_{2} \frac{\left(1-|z|^{2}\right)^{n / 2}\left(1-|w|^{2}\right)^{n / 2}}{|1-\langle z, w\rangle|^{n-1+\epsilon}}
$$

$z, w \in \Gamma$. Since $d \leq n-1$, this means

$$
\begin{aligned}
\left|a_{z, w}\right| & \leq C_{3} \frac{\left(1-|z|^{2}\right)^{(d+1) / 2}\left(1-|w|^{2}\right)^{(d+1) / 2}}{|1-\langle z, w\rangle|^{d+\epsilon}} \\
& =C_{3} \frac{\left(1-|z|^{2}\right)^{(d+\epsilon) / 2}\left(1-|w|^{2}\right)^{(d+\epsilon) / 2}}{|1-\langle z, w\rangle|^{d+\epsilon}}\left(1-|z|^{2}\right)^{(1-\epsilon) / 2}\left(1-|w|^{2}\right)^{(1-\epsilon) / 2} .
\end{aligned}
$$

But for $z, w \in \Gamma_{k}$ specifically, this means

$$
\left|a_{z, w}\right| \leq C_{3} \frac{\left(1-|z|^{2}\right)^{(d+\epsilon) / 2}\left(1-|w|^{2}\right)^{(d+\epsilon) / 2}}{|1-\langle z, w\rangle|^{d+\epsilon}}\left(2^{-2 k+1}\right)^{1-\epsilon}
$$

Combining this with Lemma 8.2, we find that $\left\|A_{k}^{*} A_{k}\right\| \leq C_{3} C_{8.2}\left(2^{-2 k+1}\right)^{1-\epsilon}$. Thus

$$
\left\|F_{k}\right\| \leq\left\|A_{k}\right\|\|H\| \leq C_{4} 2^{-(1-\epsilon) k}
$$

for every $k \geq 0$. Recalling (8.2), we can now apply Lemma 8.1 to conclude that $F \in$ $\mathcal{C}_{2 d /(1-\epsilon)}^{+}$. By (8.1), this means $F \in \mathcal{C}_{p}$ as promised. This completes the proof.

Proposition 8.4. For any Lipschitz function $f$ on $S$, the commutator $\left[M_{f}, Q\right]$ is in the Schatten class $\mathcal{C}_{p}$ for every $p>2 d$.

Proof. Again, consider the operator $T_{\epsilon}$ defined in the statement of Proposition 4.3, $0<$ $\epsilon<1$. As we explained in the proof of Proposition 4.5, if $\epsilon$ is small enough, then it follows from Theorem 3.5 and Proposition 4.3 that $T_{\epsilon}$ is invertible on $\mathcal{Q}$. This means that on $L^{2}(S, d \sigma)$, the spectrum of the positive operator $T_{\epsilon}$ is contained in $\{0\} \cup[c, C]$ for some $0<c<C<\infty$, and that the spectral measure of $T_{\epsilon}$ corresponding to the interval $[c, C]$ equals $Q$. Therefore there is an $h \in C_{c}^{\infty}(\mathbf{R})$ such that $Q=h\left(T_{\epsilon}\right)$.

We have $T_{\epsilon} \in \mathcal{D}_{0}$ by definition. Therefore, by Proposition 8.3, if $f \in \operatorname{Lip}(S)$, then $\left[M_{f}, T_{\epsilon}\right] \in \mathcal{C}_{p}$ for every $p>2 d$. By the well-known facts about smooth functional calculus, we have $\left[M_{f}, h\left(T_{\epsilon}\right)\right] \in \mathcal{C}_{p}$ for every $p>2 d$. Since $h\left(T_{\epsilon}\right)=Q$, this completes the proof.

We end the paper with
Theorem 8.5. The quotient module $\mathcal{Q}$ is p-essentially normal for every $p>d$.
Proof. Recalling (1.1), for $i, j \in\{1, \ldots, n\}$ we have

$$
\begin{aligned}
{\left[\mathcal{Z}_{\mathcal{Q}, i}^{*}, \mathcal{Z}_{\mathcal{Q}, j}\right] } & =Q M_{\bar{z}_{i}} Q M_{z_{j}} Q-Q M_{z_{j}} Q M_{\bar{z}_{i}} Q \\
& =\left[Q, M_{z_{j}}\right](1-Q)\left[M_{\bar{z}_{i}}, Q\right]-\left[Q, M_{\bar{z}_{i}}\right](1-Q)\left[M_{z_{j}}, Q\right]
\end{aligned}
$$

Proposition 8.4 tells us that $\left[Q, M_{\bar{z}_{i}}\right]$ and $\left[M_{z_{j}}, Q\right]$ are in the Schatten class $\mathcal{C}_{t}$ for every $t>2 d$. Consequently, $\left[\mathcal{Z}_{\mathcal{Q}, i}^{*}, \mathcal{Z}_{\mathcal{Q}, j}\right]$ is in the Schatten class $\mathcal{C}_{p}$ for every $p>d$.
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