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Abstract

The objective of this paper is to develop a robust
and efficient approach for relative navigation and at-
titude estimation of spacecraft flying in formation.
The approach developed here uses information from a
new optical sensor that provides a line of sight vector
from the master spacecraft to the secondary satel-
lite. The overall system provides a novel, reliable, and
autonomous relative navigation and attitude determi-
nation system, employing relatively simple electronic
circuits with modest digital signal processing require-
ments and is fully independent of any external systems.
State estimation is achieved through an optimal ob-
server design, which is analyzed using a Lyapunov and
contraction mapping approach. Simulation results in-
dicate that the combined sensor/estimator approach
provides accurate relative position and attitude esti-
mates.

Introduction

Spacecraft formation flying is an evolving technol-
ogy with many possible applications, such as long base-
line interferometry, stereographic imaging, synthetic
apertures, and distinguishing spatial from temporal
magnetospheric variations. A significant advantage of
distributed spacecraft platforms over a single multi-
functional spacecraft is that single point failures can be
rectified through replacement of cheaper and smaller
spacecraft to maintain mission capability, thus provid-
ing a more reliable and robust system. Many missions
(in particular interferometry missions) rely on precise
relative position and attitude knowledge in order to
maintain mission requirements.
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Formation flying in a satellite constellation is a spe-
cial structure that involves the consideration of several
bodies simultaneous in time and close in position. All
of the spacecraft are typically predominately attracted
by a central field from a planet, such as the Earth.
The motion relative among them is an issue of active
research. Among the many research issues navigation
is addressed in this paper. In general, the absolute
position and velocity (it is called absolute because it
refers to an inertial or quasi-inertial frame) of each
one can be estimated by using a Global Positioning
System (GPS) receiver and/or other conventional tech-
niques, such as radar or antenna range, rate-range,
angles, etc. Absolute navigation relates each one with
respect to a common fixed frame. Relative navigation
seeks optimal estimates for the position and velocity
of one satellite relative to the other one. To date,
most research studies into determining both absolute
and relative positions and attitudes between vehicles
in a formation have involved using GPS,1 which re-
stricts the spacecraft formation to near-Earth appli-
cations. An application of GPS-like technology to
a deep space mission has been proposed,2 but this
requires extensive hardware development and is sub-
ject to the generic GPS performance-limiting effects,
including multipath, geometric dilution of precision,
integer ambiguity resolution, and cycle slip. In or-
der to reduce the operational cost, size and weight of
spacecraft for formation missions, new technologies are
required to fill the gap implicit in standard sensors.

The vision-based navigation (VISNAV) system de-
scribed in this paper comprises an optical sensor of a
new kind combined with specific light sources (bea-
cons) in order to achieve a selective or “intelligent”
vision. The sensor is made up of a Position Sens-
ing Diode (PSD) placed in the focal plane of a wide
angle lens. When the rectangular silicon area of the
PSD is illuminated by energy from a beacon focused
by the lens, it generates electrical currents in four
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directions that can be processed with appropriate elec-
tronic equipment to estimate the energy centroid of
the image. While the individual currents depend on
the intensity of the light, their imbalances are weakly
dependent on the intensity and are almost linearly pro-
portional to the location of the centroid of the energy
incident on the PSD. The idea behind the concept of
intelligent vision is that the PSD can be used to see
only specific light sources, accomplished by frequency
domain modulation of the target lights and some rela-
tively simple analog signal processing (demodulation).
The light is produced by LEDs (beacons) modulated at
an arbitrary known frequency while the currents gen-
erated are driven through an active filter set on the
same frequency. Calculating the current imbalances
then yields two analog signals directly related to the
coordinates locating the centroid of that beacon’s en-
ergy distribution on the PSD, in a quasi-linear fashion,
and therefore to the incident direction of this light on
the wide-angle lens (which gives a line of sight vec-
tor). Benefits of this configuration include: 1) Very
small sensor size, 2) Very wide sensor field of view, 3)
No complex/time consuming CCD signal processing or
pattern recognition required, 4) Excellent rejection of
ambient light interference under a wide variety of op-
erating conditions, and 5) Relatively simple electronic
circuits with modest digital signal processing (DSP)
micro-computer requirements. Finally, the precision
of these sensors are comparable to a star camera in es-
tablishing line of sight direction. These benefits clearly
make the VISNAV system a viable sensor for relative
navigation and attitude determination of spacecraft in
formation. A more detailed description of the VISNAV
system can be found in Ref. [3].

The dynamical equations of motion for relative po-
sition and attitude motion are highly nonlinear. The
extended Kalman filter can be used to estimate the
state variables, where the gains are calculated in some
optimal sense to obtain the minimum variance esti-
mate. For example, in absolute attitude estimation,
implementations of the filter shown in Ref. [4] has
been successfully used on several real spacecraft for
many years now. The main disadvantage in the ex-
tended Kalman filter is the potential for divergence of
the filter in cases where the distance between the lo-
cal linearization and the true models is large, which is
typically mitigated by redundant sensors on the space-
craft. A different approach is followed in this paper for
relative navigation and attitude estimation using the
VISNAV system, which is largely based on the work of
Salcudean.5 This uses an optimal observer that ensures
some kind of globally asymptotic stability. Therefore,
the need for redundant systems in formations of space-
craft can be reduced.

The organization of this paper proceeds as follows.
First, the basic equations for the VISNAV system are
given. Then, the relative attitude equations are de-

rived, followed by a derivation of the orbital equations
of motion. Next, the dynamical equations are simpli-
fied by using some control design assumptions. Then,
the observer is derived for relative attitude and po-
sition estimation. The stability of the observer is
assessed through a Lyapunov and contraction mapping
analysis. Finally, simulation results are presented.

Basic Equations

In this section the mathematical models are pre-
sented in the context of the particular problem related
to relative position and attitude estimation from line of
sight observations. The notation6 used in the deriva-
tions is briefly revisited for the sake of clarification.
The angular velocity of the α frame with respect to
the β frame is represented by the physical vector ωβα

(physical denotes that the vector is independent of the
frame, whereas mathematical denotes the physical vec-
tor components expressed in some frame). The vector
ω

γ
βα is the mathematical vector made up of the com-

ponents of ωβα taken in the γ frame. The derivative
with respect to time is indicated by the operator p,
where pαR is the rate of change of the vector R rela-
tive to the frame α, and pRα is the time derivative of
the vector expressed in the α frame.

Measurement Equation

Figure 1 shows the focal plane measurement of the
VISNAV system for a master and secondary satel-
lite system using one light source from a beacon (see
Ref. [3] for more details). Three frames are used
to describe the orientation and position of the mas-
ter and secondary satellites. The first one, denoted
by (Xs, Ys, Zs), is fixed on the secondary satellite,
with the LED beacons firmly attached to the body
of the satellite, and having known positions in the
(Xs, Ys, Zs) frame. This frame is also the reference
frame for the attitude problem. We assume that this
frame is centered at the mass center of this spacecraft,
and is denoted using the superscript s on the mathe-
matical vectors. The second reference system, denoted
by (Xf , Yf , Zf ), is fixed on the master satellite, where
the focal plane of the VISNAV system is located. We
assume that the Zf axis is along the boresight, pass-
ing through the input pin hole which is at a distance
Zf = +f from the focal plane. The axes Xf and Yf

are arbitrary, but fixed in the VISNAV sensor. This
frame is denoted as the f frame. The third frame, de-
noted by (Xm, Ym, Zm), is fixed to the mass center of
the master satellite. The position and orientation of
this frame with respect to the focal frame is assumed
to be known. The vectors for the master frame are
identified with the superscript m.

The point S is the origin of the frame s. The point
O is the location of each light beacon in the secondary
satellite; normally there are several beacons to assure
continuous tracking of the satellite and for redundancy.
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Fig. 1 Focal Plane Measurement from One Light Source

The point I is sometimes referred as the image center

since it is the intersection of each light beam from the
beacon with the focal plane, where position of I with
respect to the focal reference system is used to form
a line of sight observation. The point denoted as F
in Figure 1 is the pinhole which is coincident with the
sensor principal point. Three vectors are now defined:
~SO (the vector from the center S of the s frame to

the beacon location O), ~SI (the vector from the the

center S of the s frame to the image center I), and ~OI
(the vector from the beacon location O to the image

center I, with the constraint equation given by ~OI =
~SI − ~SO.

The orientation between the secondary and master
frames is denoted by the (unknown) rotation matrix
Cm

s which transforms a vector expressed in the sec-
ondary frame s to the primary frame m. The rotation
matrix Cm

f between the focal and the master frames
is known by ground calibration. Expressing the vec-
tors ~SI, ~OI and ~SO in frame components gives the
following relation7

Cm
s

(

~SI − ~SO
)s

≡ Cm
s vs = vm ≡

(

~OI
)m

(1)

where

vs =
1√
ξ





XI − xO

YI − yO

ZI − zO



 (2a)

ξ ≡ (XI − xO)2 + (YI − yO)2 + (ZI − zO)2 (2b)

and (XO, YO, ZO) represents the known beacon loca-
tion, and (XI , YI , ZI) is the unknown position with

respect to the secondary satellite. The measurements
xI and yI in the focal frame can be expressed in unit
vector form by

vf =
1

√

x2
I + y2

I + f2





xI

yI

−f



 (3)

where f is the known focal distance. This unit vector
in the master frame is expressed using the fixed rota-
tion matrix between the sensor plane frame and the
master satellite reference frame, with vm = Cm

f vf . A
bias offset in the measurement is also accounted for in
the model (denoted by A in Figure 1). The bias vec-
tor is a constant error vector induced by an unbalance
of the horizontal and vertical gains in the focal plane
detector relative to the particular coordinate system
associated with the detector at calibration. This vec-
tor is denoted by va and is normally referenced in the
focal plane frame:

vm
a = Cm

f vf
a = Cm

f





xa

ya

0





f

(4)

Finally, the measurement equation for each light
source from a beacon, placed on the secondary satel-
lite, is as follows:

vm
j = Cm

s vs
j + vm

a for j = 1, . . . , N (5)

where N is the number of LED beacons.
Small separations between light beams from multi-

ple LEDs reduces the discrimination of each beacon,
which ultimately produces a dilution of precision in
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the position and attitude solution. A larger distance
between the satellites also produces a dilution of pre-
cision since the beacons ultimately approach angular
co-location. If the relative position between satellites
is known then only two non-colinear line of sight vec-
tors are required to determine an attitude solution. In
a similar fashion for the position navigation only prob-
lem, where the satellite is considered to be a “mass
point” (in other words without attitude), two line of
sight vectors are only required. A covariance analy-
sis shows that when the relative position and attitude
both are unknown then two line of sight vectors pro-
vide only one axis of attitude and one axis of position
information.8 Furthermore, an observability analysis
using two line of sight observations indicates that the
beacon that is closest to the target provides the most
attitude information but has the least position infor-
mation, and the beacon that is farthest to the target
provides the most position information but has the
least attitude information. In order to find a deter-
ministic solution for the position and velocity at least
four vector observations are required.

Relative Attitude Equations

In this section the governing equations for the rel-
ative attitude dynamics between two bodies are re-
viewed. The dynamical equations presented here are
derived using non-inertial reference frames, however
only minor changes are required from the standard for-
mulation.6 Starting from Eq. (5) and taking derivative
of each vector with respect to the same frame in which
they are expressed gives the following expressions

pvm = Cm
s pvs + pCm

s vs

= Cp
s (pvs + Cs

mpCm
s vs)

(6)

The bias in Eq. (5) is considered to be a constant, so
it’s derivative is zero. The same expression in Eq. (6)
can be derived by the application of the transport the-
orem, which yields the following expressions

pmv = psv + ωms × v (7a)

pvm = Cm
s (pvs + [ωs

ms×]vs) (7b)

where the matrix [·×] denotes the cross product ma-
trix, given by

[ω×] ≡





0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0



 (8)

Both expressions, (6) and (7), must be equivalent.
Setting these equations equal to each other yields the
time rate of change of the attitude matrix, given by

Cs
mpCm

s = [ωs
ms×] (9a)

pCm
s = Cm

s [ωs
ms×] = −[ωm

sp×]Cm
s (9b)

The relative attitude dynamics are described by the
expression in Eq. (9) in terms of attitude matrix and
the angular velocity between both frames.

We now write the expression in Eq. (9) in terms of
the corresponding quaternions.9 Toward this end, the

quaternion is expressed as, qs
m =

[

eT sin α
2

cos α
2

]T
,

where e is the eigenaxis between both frames and α is
the rotation angle measured from frame m to frame s.
The quaternion is a vector and has the same compo-
nents in both the m and s frames, and can be expressed
in any external frame as an arbitrary (i.e. general) vec-
tor. This has an advantage over the rotation matrix
formulation, which is fixed to the reference system s
and m in this case. This property of the quaternion is
used later.

An infinitesimal rotation is expressed in terms of the
quaternion as dqs

m = 1+ 1
2
ωsmdt, where dt is the time

differential. Multiplying by the quaternion qs
m and

taking the first-order infinitesimal part, the following
differential equation is given

pqs
m =

1

2
qs

m ⊗ ωm
sm

=
1

2











̺
... qoI3×3 + [̺×]

· · ·
... · · · · · · · · · · · ·

qo

... −̺T















ωsm

· · ·
0





=
1

2





qoωsm + [̺×]ωsm

· · · · · · · · · · · ·
−̺T · ωsm





(10)

where the quaternion qs
m is decomposed into a scalar

and a vector part as qs
m =

[

(̺s
m)T q0

]T
, and [̺×] ∈

ℜ3×3 is the skew symmetric matrix which represents
the cross product ̺ × (·) = [̺×] (·). Both the atti-
tude matrix and quaternion formulations will be used
in the definition of the observer feedback error, but
the quaternion formulation is used in the actual im-
plementation of the observer.

Relative Navigation Equations

From basic orbit theory,10 the equations of motion
are written assuming that each satellite is referenced
with respect to the same inertial frame. The vectors
are described in the Figures 2 and 3:

p2
i Rs = −Gme

Rm + r

‖Rm + r‖3
+ as (11a)

p2
i Rm = −Gme

Rm

‖Rm‖3
+ am (11b)

where G is the universal constant of gravitation and
me is the mass of the Earth. The relative orbit
is described by the difference between both vectors,
r = Rm − Rs. Taking derivatives with respect to the
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inertial frame, the following equation is obtained

p2
i r = −µe

[

Rm + r

‖Rm + r‖3
− Rm

‖Rm‖3

]

+ ∆a (12)

where µe ≡ Gme. The quantity ∆a = (as − ap) is the
differential disturbance between both satellites. It col-
lects the higher order gravitational potential terms (J2,
J3, etc), and the nonconservative forces (such as drag,
solar pressure, etc.) applied to the satellites. Only
the differential terms are considered, generated by a
difference in altitude, in mass, in exposed area, etc.,
which in general reduces the magnitude of the abso-
lute perturbation. For example, similar satellites with
large solar arrays orbiting near each other cannot have
relative drag forces or torques between them, even for
the case where each individual satellite is subject to a
strong drag perturbation. In other words both satellite
have orbits that are decaying at the same rate.

The differential equation for the relative navigation
problem, which is described by Eq. (12), can be simpli-
fied if an appropriate reference system, other than the
inertial frame, is used to express the relative position
and velocity vectors. If the master satellite position

vector is written as Rm = Rm [1, 0, 0]
T
, the expres-

sion can be simplified. The frame with this property
is the Local Vertical Local Horizontal (LVLH) refer-
ence frame,11 which is widely used to reference Earth
Pointing satellites. The LVLH frame is centered at the
mass center of the master satellite, and the axes have
the following orientation: the X axis is along the po-
sition vector, the Z axis is normal to the motion plane
(strictly speaking, the osculating plane), and the Y
axis is defined to complete a right hand orthogonal
reference frame.

In special cases, to describe the relative motion a
non-orthogonal reference frame is chosen in order to
place the velocity vector continuously along the Y axis,
and the position along the X axis (this condition is
valid only for circular orbits using the LVLH frame).
This simple fact gives a very efficient representation
of the state vector at any time, but it requires an ex-
tra non-orthogonal transformation at every step time,
which can be expensive from a computational point
of view. This type of representation is convenient for
the case of highly eccentric orbits, which may not be
common in low altitude satellite constellations. In
addition the time derivative can be replaced by the
derivative with respect to the true anomaly, which is
a valid transformation because it is an increasing time
function.12

By using the transport theorem, the left side of
Eq. (12) is differentiated with respect to the LVLH
frame, which is noted from now on as m for simplic-
ity. Both frames may of may not be coincident, but
they must have a fixed transformation between them.
Because the m frame has axes with free orientation,
the LVLH represents just one of the possible frame
choices. In this paper both the m and LVLH frames
are the same so that

p2
i r = p2

mr + 2ωim × pbr + pmωim × r

+ ωim × (ωim × r)
(13)

where ωim is the angular velocity of the master frame
with respect to the inertial frame and takes values only
along the Z axis of the m frame, i.e., ωm

im = [0, 0, ω]
T
.

The angular acceleration, pωm
im, is denoted for sim-

plicity as ω̇m
im. This is expressed in the m frame as

ω̇m
im = [0, 0, ω̇]

T
. The vector in Eq. (13) is decomposed

in m frame components and takes the final expression
given by





ẍ
ÿ
z̈



 = −µ















Rm + x

‖Rm + r‖3
− Rm

‖Rm‖3

y

‖Rm + r‖3

z

‖Rm + r‖3















− ω̇





−y
x
0





− ω





−2ẏ − ωx
2ẋ − ωy

0



 +





∆ax

∆ay

∆az





(14)
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The forcing part along the X axis component has the
following structure: [f (Rm + r12) − f (Rm)]

m
which

is not robust from a numerical point of view. This
expression is maintained for compactness and will be
used in the observer analysis, but for practical imple-
mentations it is convenient to re-write it avoiding the
subtraction of two large numbers.10 Equation (14) ex-
presses the dynamical model for relative navigation
between the secondary satellite with respect to the
master satellite.

We note that the number of master satellite orbit
parameters computed on the ground and to be used
in Eq. (14) is at most 3. For the general case, the
magnitude Rm, the angular velocity ω, and angular
acceleration ω̇ are just needed. For the special case
involving circular orbits, only the position magnitude
is necessary.

Equation for the Relative Dynamics

In the attitude problem, Euler’s equation or the
measured gyro outputs are the starting point for the
derivation of the rotational dynamics equation to ob-
tain the angular velocity between the inertial frame
and a body frame. For the relative attitude prob-
lem, Euler’s equation must be applied in a differential
mode, similar in fashion as the orbit case. However, we
seek an expression without an additional “third” frame
(inertial one included), in addition to the m and the s
frames, so that the system is independent of the extra
reference frame’s choice. In other words, the relative
navigation and the relative attitude must be a func-
tion only of the definition of the master and secondary
frames and completely independent of the particular
choice of the inertial frame or any other frame other
than m and s. This simple fact is common in control
theory, where the error or its derivative is only defined
by the current and the desired state independent of
any other frame choice.

In the two body problem previously derived, the
equation for r is very accurate because it is supported
by well known models for almost all involved forces in
hand, with any remaining small perturbation bounded.
In the relative attitude dynamics the presence of in-
ternal torques, which are normally unmodeled with an
unbounded time integral, plays an important role in
the model equations. We assume that each satellite
in the constellation has an attitude control subsystem
able to maintain the desired satellite orientation in-
side of some allowable bound. The last hypothesis is a
qualitative one. We assume that the measurements are
available frequently enough to use simpler propagation
models (to be derived) as a function of the sampling
interval.

The derivation begins with the computation of the
angular velocity between the secondary and the iner-
tial frame, denoted by the subscript i:

ωis = ωim + ωms (15)

Taking derivatives with respect to the inertial frame
of both sides of Eq. (15), and then applying Euler’s
equation on both sides, the following is obtained

piωis = piωim + piωms (16a)

psωis = pmωim + pmωms + ωim × ωms (16b)

Tcs + Tds − ωis × Isωis

Is

= ωim × ωms

+ pmωms +
Tcm + Tdm − ωim × Imωim

Im

(17)

where Tcm and Tcs are the control torques applied to
the master and the secondary satellite, respectively,
Tdm and Tds are the disturbance torques on each
satellite, and Im and Is are the respective inertia ten-
sors.

The controller of each satellite is designed to main-
tain the attitude error and the angular velocity error
between the body frame and the desired frame, which
is denoted by d, to within a small tolerance. Denoting
the angular velocity between the secondary frame and
the desired frame as ωds, the following equations are
directly derived

ωis =ωid + ωds (18a)

psωis =psωid + psωis (18b)

In general psωid ≈ 0, because the angular velocity
between the desired and inertial frame is constant or
smooth enough to consider it to be negligible. There-
fore, the first order approximation of Eq. (18) is given
by psωis = psωds + o (‖psωid‖). To maintain the
satellite on the desired manifold, where psωds = 0,
the desired torque should be equal to the sum of the
equivalent torque and an extra term to make psωds

converge to zero in finite time.
For the secondary satellite, the dynamics to drive

the angular rate error to the desired manifold is driven
by the following differential equation

Ispsωds = −Tcs − Tds + ωis × Isωis − λsωds (19)

where the constant λs in effect dictates a time con-
stant, which is selected to fulfill the requirement of
the control system. Similarly, for the master satellite
we have

Impmωdm = −Tcm − Tdm + ωim × Imωim

− λmωdm

(20)

Substituting Eqs. (19) and (20) into Eq. (17) yields

pωm
ms = −





I−1
x λx ωdmz

−ωdmy

−ωdmz
I−1
y λy ωdmx

ωdmy
−ωdmx

I−1
z λz



ωm
ms

+ ∆Tm + ηω

(21)

where λm and λs are chosen such that I−1
m λm ≈

I−1
s λs ≈ I−1λ for each axis. This approximation is
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valid since the control system for each satellite will
give the same response (i.e., each satellite is assumed
to be controlled identically). The vector components
of ωdm are known in the master frame, but they are
second order terms and can typically be ignored for
short time propagation. If the above approximation
is the identity relation, i.e., I−1

m λm = I−1
s λs = I−1λ,

then ∆Tm = 0. A simple first order equation is used
to model the effect of a mismatch between I−1

m λm and
I−1
s λs, with

p∆Tm = −H∆T + η∆T (22)

where H is a positive definite matrix, which is typi-
cally diagonal. The term η∆T represents a Gaussian
noise vector. Finally, the relative dynamics obey the
following equations

ω̇m
ms = Λωm

ms + ∆Tm + ηω (23)

∆Ṫ
m

= −H∆T + η∆T (24)

These are the main angular rate equations used in the
observer design.

Observer Design

In this section an observer is designed to estimate
the relative attitude and angular velocity as well as
the relative position and the linear velocity. Because
the measurements are based on the line of sight pro-
jection onto the focal plane, the angular orientation
and linear position cannot be decoupled (the same is
true for the angular and linear velocities). In Ref. [8]
the information matrix of the attitude and position
estimation errors is explicitly calculated for two line
of sight observations. The information matrix is di-
vided into four partitions, where the two main diagonal
elements correspond to the attitude and position in-
formation matrices that have the identical structure
if each problem (i.e., attitude or position) was con-
sidered independent of each other. The off-diagonal
partitions couple the attitude and the position errors.
A diagonalization (i.e., a decoupling of the attitude
and position) of the information matrix occurs only
in very special cases. Therefore, the entire problem
which includes both attitude and position estimation
is considered in the observer design.

Attitude and Angular Velocity Observer

The observer design treats the attitude portion by
representing the residual (measurement minus esti-
mate) error through a quaternion vector formulation,

and treats the position portion of the residual in a
straightforward position vector formulation. The an-
gular error between the measured (vm) and the esti-
mated (v̂m) vectors in master frame can be “visual-
ized” by a rotation axes normal to plane that contains
both vectors. This axis (φm

m̂) can be interpreted as
the vector part of the quaternion error, and the ro-
tation angle between both vectors is the scalar part
of the quaternion. The position error (dz) is simple
vector difference between the estimated and measured
vectors. Figure 4 shows both approaches.

Before continuing with this concept, the following
matrix relation is first written

Cm
s = Cm

m̂ Ĉm̂
s = ∆CĈm̂

s (25)

where the estimated vector, matrix or frames are noted

with the superscript (̂·), and Cm
m̂ ≡ ∆C. The rota-

tion error matrix between the estimated and measured
quantities can be written in terms of the quaternion
as ∆C = I +2qo̺

k +2[̺×]2. To simplify the notation
this matrix is simply defined as ∆C ≡ (I + [δ×])

m
m̂.

Equation (5) can now be re-written as

vm = (I + [δ×])
m
m̂ Ĉm̂

s v̂s (26)

where v̂s is an estimated vector, which depends on the
relative position. This clearly shows the coupling of
the relative navigation and attitude problems (in the
standard attitude problem this vector is the assumed
known reference vector, e.g., the vector to the sun or
a star in an inertial frame). Equation (26) can be re-
written in residual form as

vm − v̂m = [δ×]mm̂v̂m̂ (27)

Using the multiplicative property of the cross product
matrix the right hand side of Eq. (27) can be expressed
in a more convenient form as

v̂m − vm = [v̂×]m̂ (φm
m̂)

m̂
(28)

where the vector φm
m̂ is expressed as the vector part of

a quaternion in any frame. As stated previously this
is an advantage of using the quaternion parameteriza-
tion over the rotation matrix in the observer. The left
hand side of Eq. (28) is denoted by dz ≡ v̂m − vm for
simplicity.

The number of measured line of sight vectors is gen-
erally greater than one, and the processing of this
information can be done in the least square sense.
Each estimated vector cross product is stacked into
a matrix as

V̂m̂ =







[v̂1×]
m̂

...

[v̂N×]
m̂






(29)

In this case the pseudoinverse is computed using all
available information. Therefore, the quaternion error
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is computed by

V̂ +
m̂ dz = φm

s → [δq, δqo] (30)

where V̂ +
m̂ is the pseudoinverse of V̂m̂. The compu-

tation of the quaternion error is comparable to the
algorithm presented in Ref. [4]. In the approach of
[4] the scalar part of the quaternion (δqo) is assumed
to always be equal to +1. However, the scheme pre-
sented in this section maintains all four elements of the
quaternion error because the sign of the scalar part is
used in the design of the observer.

The nonlinear observer presented in Ref. [5] is used
for attitude estimation; however, two slight modifica-
tions are introduced. The first one incorporates the
angular velocity model in Eq. (23) and the second in-
cludes a model of a potential bias, represented by bm,
in the quaternion differential equation to include any
offset of the sensor, which may even be the computa-
tion of the focal distance. A first order model is chosen
for this bias, given by

ḃm = −Mbm + ηb (31)

where the M is a diagonal positive definite matrix
which represents the time constant of the process, and
ηb is a Gaussian noise.

The proposed observer follows the same concept of
the original work of Luenberger,13 by introducing feed-
back terms to drive the error between the measured
and estimated quantities to zero with some rate of con-
vergence. The dynamics of the observer are given by

˙̺̂ m

s =
1

2
[q̂oI3×3 + [ˆ̺m

s ×]]

×
[

ω̂m
ms + b̂ + Kvδ̺ sign (δqo)

]
(32)

˙̂qo = −1

2
(ˆ̺m

s )
T

[

ω̂m
ms + b̂ + Kvδ̺ sign (δqo)

]

(33)

˙̂ω
m

ms = −Λω̂m
ms + ∆T̂m + Kpδ̺ sign (δqo) (34)

∆
˙̂
T

m

= −H∆T̂m + KT δ̺ sign (δqo) (35)

˙̂
b

m

= −M b̂m + Kbδ̺ sign (δqo) (36)

where Kv, Kp, KT and Kb are positive definite ma-
trices. The sign function ensures that the smallest
possible angle is chosen between the two equivalent
rotations angles described by φ and 2π − φ.

The quaternion error between the truth (q) and esti-
mate (q̂) is defined, following Ref. [4], as δq̃ = q⊗q̂−1,
and the error dynamics are given by

δ ˙̃q = q̇ ⊗ q̂−1 + q ⊗ ˙̂q
−1

=
1

2
[ω ⊗ δq − δq̃ ⊗ ω̂]

(37)

δ ˙̃q =
1

2
δq̃ ⊗ (ω − ω̂) =

1

2
δq̃ ⊗ ω̃ (38)

where the superscript (̃·) indicates the error between
the truth and the estimate. Using Eq. (38) the error
dynamics can be shown to be given by

δ ˙̺̃=
1

2
[δq̃oI3×3 + [δ ˜̺×]]

×
[

ω̃ms + b̃ − Kvδ ˜̺ sign (δq̃o)
]

(39)

δ ˙̃qo = −1

2
(δ ˜̺)

T
[

ω̃ms + b̃ − Kvδ ˜̺ sign (δq̃o)
]

(40)

˙̃ωms = −Λω̃ms − ∆T̃ − Kpδ ˜̺ sign (δq̃o) (41)

∆ ˙̃
T = −H∆T̃ − KT δ ˜̺ sign (δq̃o) (42)

˙̃
b = −M b̃ − Kbδ ˜̺ sign (δq̃o) (43)

In the above expressions, the indication of frames has
been deleted to simplify the notation, but all vectors
are expressed in the master frame, and the quater-
nion error describes the rotation between m̂ and m.
The system clearly has two equilibrium points for
the set of the angular vectors, [ω̃, δqo, δ̺,∆T,b] =
[01×3,±1,01×3,01×3,01×3].

The extended Kalman filter can be used to also es-
timate the relative attitude and position from line of
sight observations. However, a proof of global asymp-
totic stability using the extended Kalman filter even
for the attitude only problem is difficult to derive.
Global asymptotic stability for the entire problem in-
volving attitude and position for the observer derived
in this section has not been shown to date; however, an
analysis of the stability of the observer design can be
shown by dividing the entire problem into independent
attitude and position cases. Although this approach
does not prove global stability, it does provide some
measure of local stability for each problem. A Lya-
punov stability approach and contraction theory are
used in each case.

The next step is to analyze the stability of the error
equation. Because the system is nonlinear and non-
autonomous, Lyapunov’s approach is used. Based on
the candidate Lyapunov function used in Ref. [5], the
following function is chosen

V =
1

2

(

ω̃T K−1
p ω̃ + b̃T K−1

b b̃
)

+

{

(δqo − 1)
2

+ δ̺T δ̺ if δqo ≥ 0

(δqo + 1)
2

+ δ̺T δ̺ if δqo < 0

(44)

From the definition of quaternion, the following two re-
lations are true: δq2

o+δ̺T δ̺ = 1 and δqoδq̇o+δ̺T δ ˙̺ =
0. Taking the time derivative of the candidate Lya-
punov function, the following expression is obtained

V̇ = ω̃T K−1
p

˙̃ω + b̃T K−1
b

˙̃
b

+

{

−2δq̇o if δqo ≥ 0
2δq̇o if δqo < 0

(45)

Substituting Eqs. (40), (41) and (43) into Eq. (45)
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yields

V̇ = −ω̃T K−1
p Λω̃ − b̃T K−1

b M b̃ − δ̺T Kvδ̺ (46)

The function V is clearly always negative, so V is in-
deed a Lyapunov function and the stability has been
proved. Therefore, Eq. (46) assures that ‖δ̺‖ → 0,
and since δq2

o +δ̺T δ̺ = 1 the magnitude of the scalar
part converges exponentially with |δqo| → 1.

Navigation Observer

The observers for the relative position and relative
linear velocity are given by

˙̂r = v̂ − Kp dz (47)

˙̂v = f (r̂, v̂) − Kv dz (48)

where f (·) is the right hand side of Eq. (14), r is the
relative position vector, and v is the relative linear ve-
locity vector. The minus signs in Eqs. (47) and (48)
are due to the definition of dz. The constant gains Kp

and Kv are positive definite matrices (usually diago-
nal).

The error equations are directly calculated as

˙̃r = ṽ + Kp dz (49)

˙̃v = f (r,v) − f (r̂, v̂) + Kv dz (50)

To prove observer convergence the right hand side
of Eq. (50) must be bounded. Both functions f (r,v)
and f (r̂, v̂) are continuous so that a derivative al-
ways exists. The distance between both functions
is given by the mismatch between the true and es-
timated quantities. Lipschitz’s condition is used to
quantify this mismatch with [f (x) − f (x̂)] ≤ K ‖x̃‖,
where the vector x = [r,v]

T
represents the state vec-

tor. The value of K is calculated using the mean value

inequality, i.e. K = sup
∥

∥

∥
f

′

(x)
∥

∥

∥
, where the supremum

is calculated in the range of possible variations of the
state vector in a limited time span. For the case of
K ≤ 1, the observer can be defined by a contraction
mapping.14 To complete the contraction mapping, two
operators are defined: T (x) =

∫ tf

to
f [x (τ)] dτ , and

T (x̂) =
∫ tf

to
f [x̂ (τ)] dτ . Using the Lipschitz condi-

tion, the sequential estimation process after n time
steps gives the following inequality

‖T (x) − T (x̂)‖ ≤ Kn∆tn

n!
‖x̃‖ (51)

where ∆t is the sampling interval. In the attitude ob-
server the observation is modeled by a function of a
rotation matrix or a quaternion error. In the position
case the observation is modeled using the position vec-
tor r. The relation between the measurement residual
and the position can be written as dz = −κr̃, where
κ is a positive definite matrix. This approach assumes
that a linear relationship between the residual and po-
sition error exists, which is valid since the projection of

Table 1 Orbital Elements of the Master Satellite.

Semimajor axis a = 6, 878 km
Eccentricity e = 0
Inclination i = 50◦

Node right ascension Ω = 5◦

Argument of perigee ω = 10◦

Mean anomaly M = 8◦

line of sight on the focal plane is an affine function of
the relative position. We note that this relation is used
only in the analysis; the observer given in Eq. (48) is
used in the actual implementation. The position and
velocity errors can now be re-written as

[

˙̃r
˙̃v

]

=

[

−Kp κ + K I3×3

−Kv κ + K 03×3

] [

r̃

ṽ

]

(52)

where the gains are selected to have K < Kp κ and
K < Kv κ. The linear system is now exponentially
stable, where the proof can be found in Ref. [5].

Simulation

The orbital elements used in the simulation of the
master satellite are shown in Table 1. A small ini-
tial condition perturbation of these elements is used
to simulate the motion of the secondary satellite. A
plot of the relative motion between both satellites for
an 80 second simulation is shown in Figure 5. The true
inertia matrices of both satellites is given by

Is = Im = diag[100, 120, 130] N-m-s2 (53)

In the observer the following inertia matrices are used:

Is = Im = diag[110, 115, 140] N-m-s2 (54)

The true relative initial angular velocity is given by

ω = [0.065, 0.048, 0.03]T deg/sec (55)

The relative angular velocity trajectory is computed
by integrating the following equation

ω̇ = λI−1
s ω (56)

where Is is the true inertia and λ = 0.02. A noise
of f/3000 is assumed for each measurement on the
focal plane and four beacons have been placed on the
secondary satellite at a distance of 1 meter from the
mass center, along each coordinate axis. The fourth
beacon is placed at [1, 1, 1]

T
in the secondary frame.

The observer described in the last section is im-
plemented for state estimation from the line-of-sight
measurements. The initial condition angular error is
a rotation of about 15◦ along each of the coordinates
axes. The initial angular velocity has 50 percent er-
rors from Eq. (55). The initial position condition 10
percent from the true value and the initial linear ve-
locity condition is 30 percent from the true value. The
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sampling rate is 4 Hz. Figures 6-9 show attitude and
angular velocity errors, and position and linear veloc-
ity errors for the estimator. The relative distance along
the X axis is almost three times the distance along the
other two axes (around 94 meters against 30 meters).
This difference can be observed in the oscillation of the
attitude error in roll, which is intuitively correct. The
roll angle error is within 0.3 degrees, and the pitch and
yaw angles are within 0.05 degrees. The position error
in all three axis is within 1 cm. Also, the velocities are
well estimated using the observer.

Conclusions

An observer based system has been presented as
an alternative to the extended Kalman Filter for for-
mation flying navigation of spacecraft. The measure-
ments were assumed to be given by line of sight obser-
vations using a novel sensing approach involving LED
beacons and position sensing technology in the focal
plane. The observer design utilizes a simple term in
the attitude estimator to insure that convergence is
achieved in the fastest time possible, and stability has
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been proven using a local Lyapunov analysis. The rel-
ative position and linear velocity observer has been
proven to meet quantitative convergence using a con-
traction mapping analysis. Simulation results have
shown that accurate relative attitude and position es-
timation is possible.
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