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Abstract
In this paper, we investigate the dynamic energy-efficient resource allocation and analyze delay in newly emerging

wireless powered communication network (WPCN). Considering the time-varying channel and stochastic data arrivals, we

formulate the resource allocation (i.e., time allocation and power control) problem as a dynamic stochastic optimization

model, which maximizes the system energy efficiency (EE) subject to both the data queue stability and the harvested

energy availability, and simultaneously satisfies a certain quality of service (QoS) in terms of delay. With the aid of

fractional programming, Lyapunov optimization theory and Lagrange method, we solve the problem and propose an

dynamic energy-efficient resource allocation algorithm (DEERAA), which does not require any prior distribution

knowledge of the channel state information (CSI) or stochastic data arrivals. We find that the performance of EE and delay

can be adjusted by a system control parameter V. The effectiveness of the proposed algorithm is demonstrated by the

mathematical analysis and simulation results.

Keywords WPCN � Energy efficiency � Delay � Dynamic resource allocation

1 Introduction

With the ability to prolong the life time of traditional

networks, especially in energy-constrained scenarios,

energy harvesting (EH) [1, 2] and wireless energy transfer

(WET) [3] have attracted considerable attention. Since

WET is more reliable than EH which is location-dependent

or weather-dependent, WET has attracted increasingly

interests [4].

There are two different lines of research in WET. One

line focuses on simultaneous wireless information and

power transfer [5–7], in which the signal received by the

wireless devices are able to split into two parts, one for

information decoding and the other one for energy

harvesting. The other line pursues wireless powered com-

munication network (WPCN) [8–10]. In WPCN, users first

harvest energy in downlink WET stage and then utilize the

energy to transmit information signal in uplink wireless

information transmission (WIT) stage [11, 12], which

means energy is consumed to combat the wireless channel

attenuation for both the two stages. Recently, due to the

explosive increasing of the number of mobile devices and

mobile traffics, energy consumption is dramatically

increasing, and thus energy efficiency (EE), measured in

bits per joule, is gradually accepted as an important design

criterion for future communication systems. For WPCN

owing to its WET stage existing, which may consume

plenty of energy to confront the wireless channel attenua-

tion, it is especially important for WPCN to analyze EE

[13, 14]. Thus, one challenge in the design of WPCN is that

resource is needed to be allocated reasonably and dynam-

ically for maximizing the system EE to face the time

varying channel and stochastic data arrivals, especially

when the prior distribution knowledge of CSI or data

arrivals unavailable. Another critical challenge for WPCN

is that queueing delay should be guaranteed accounting for

the dramatical increasing of delay sensitive traffic. In this
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paper, the queueing delay is referred to as the time length

that a packet waits in a queue until it can be served, and we

refer the queueing delay to delay for convince. We always

want to maximize EE and minimize delay simultaneously.

However, the transmitter may always wait for a good

channel state to transmit information for maximizing EE

which may lead to undesirably high delay. Thus, how to

allocate resource dynamically according to time-varying

channel and stochastic data arrivals for maximizing EE and

satisfying a certain of QoS requirement in terms of delay is

an interesting but challenging subject in WPCN.

There have been extensive researches on optimizing EE

in WPCN from different perspectives. The author in [15]

developed an iterative resource allocation method to

maximize EE in WPCN with time division mode switching

system. EE is maximized by jointly considering the time

allocation and energy beamforming in multi-user multi-cell

WPCN with massive multi-input multi-output system [16].

By considering whether the CSI at relay is available, the

authors in [17] studied a two-way amplify and forward

relaying WPCN network to maximize EE. The weighted

sum of the user EE is maximized without considering the

QoS constraints and the tradeoff between the users with

QoS constraints are investigated in WPCN with a time-

division manner [18]. EE is maximized by taking into

account the initial battery energy of each user via joint time

allocation and power control in WPCN with time division

multiplexing access (TDMA) mode [19].

It is obvious that resource is allocated for maximizing

EE based on the static channel conditions in [15–19].

However, the channel conditions are time varying and data

arrivals are stochastic in practical wireless networks, which

means the resource should be allocated dynamically and

thus the conclusions obtained in static state cannot be

simply applied to practical systems. Besides, delay, an

important metric to measure the QoS of traffics, is

neglected in [15–19], which is impratical. Due to the fun-

damentally different system architectures compared to ours

in [15–18] and different preconditions in [19], the con-

clusions and proposed method in [15–19] are not applica-

ble to our scenario. The authors in [20] minimize the

system energy consumption merely by allocated resource

dynamically for studying the power-delay tradeoff for

WPCN, which may affect the system performance, e.g.

throughput, and decrease the user experience. Taking both

the delay limited and delay tolerant transmission modes

into account, the authors in [21] maximize the average

throughput yet EE via dynamic resource allocation. As for

WPCN, energy is consumed both in the WIT stage for data

transmission and in the WET stage to combat the wireless

channel attenuation. When optimizing the system

throughput merely, the system always consume more

energy to obtain a high throughput, which conflicts to the

themes of using energy efficiently and reducing carbon

emission for the next generation networks. Therefore, it is

important to optimize EE in WPCN. EE and delay tradeoff

is studied for time varying and interference-free wireless

networks in [22] and for heterogeneous cloud radio access

networks in [23]. Both the systems in [22, 23] are different

compared to ours, and thus the algorithm obtained in

[22, 23] cannot take directly effect in our interest scenario

and model. To our best knowledge, by allocating resource

dynamically to analyze EE and delay in WPCN has not yet

been investigated in literatures.

After having studied the previous works, we notice the

importance on analyzing EE and delay in a long-term

perspective. In this paper, we consider a WPCN system,

where wireless powered devices (WPDs) charge their

energy buffers by harvesting energy from a power station

(PS) in the downlink WET stage and then utilize the energy

to transmit the information to the information receiving

station (IRS) in the uplink WIT stage.The main contribu-

tions of this paper are as follows

– We formulate a stochastic optimization problem to

analyze EE and delay, and address it with the aid of

fractional programming, Lyapunov optimization theory

and Lagrange method by allocating resource dynami-

cally in a long-term perspective in WPCN.

– We find that the PS should transmit the energy with its

maximum power to obtain the maximum EE when

taking both circuit power consumption and transmis-

sion consumption of PS and WPDs into account.

– A dynamic energy-efficient resource allocation algo-

rithm (DEERAA) is proposed to regulate time alloca-

tion and power control dynamically with prior

distribution knowledge of CSI and data arrivals free

in a long-term perspective, which makes DEERAA

easy to apply to practical WPCN systems.

– We identify that both the EE and the time-averaged

queueing delay increase at the speed of OðVÞ, where
V is a system control parameter which can balance the

performace of EE and delay.

The remainder of this paper is organized as follows. In

Sect. 2, we introduce our system model and formulate the

stochastic optimization problem. We solve the problem

with the help of three mathematical methods and describe

our DEERAA in Sect. 3. Simulation results are presented

in Sect. 4 and the paper is concluded in Sect. 5.
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2 System model and preliminaries

2.1 System model

In this paper, we consider a WPCN system which consists

of one PS identified by k = 0, K WPDs, identified by

k ¼ 1; � � � ;K, and one IRS. A system model is shown in

Fig. 1. Each WPD is equipped with a single antenna, a data

buffer and an energy buffer. Assuming all of the nodes in

our system are operating in the TDMA mode over the same

frequency band, and the WET and the WIT signals do not

interfere with each other [24, 25]. Both PS and IRS have a

fixed power supply while WPDs not. These KWPDs utilize

the harvested energy to communicate with IRS.

We adopt a time frame structure, as showned in Fig. 2.We

divide the time horizon into time-slots indexed by t and

assume a normalized unit time-slot in the sequel.During s0ðtÞ,
the PS transfers the RF signal to charge the energy buffers of

WPDs. During 1� s0ðtÞ, the K WPDs send messages to the

IRS, where user WPD k can only transmit the information to

IRS during its allocated time fraction skðtÞ in time-slot t.

2.2 Power consumption model

In this paper, we take both the over-the-air transmit energy

consumption and the circuit energy consumption into

account. And the total energy consumption in our model

consists of two parts: the energy consumed during WET

stage and WIT stage.

Denote the time allocated to PS and WPD 1; 2; . . .;K by

s0ðtÞ; s1ðtÞ; s2ðtÞ; . . .; sKðtÞ. Let hkðtÞ and gkðtÞ represent

for the downlink and the uplink channel gains in time-slot

t. During the WET stage, the PS broadcasts the RF signal

with the power Ptr
0 ðtÞ. Then in time-slot t the energy har-

vested at WPD k is

WkðtÞ ¼ gks0ðtÞPtr
0 ðtÞHkðtÞ; 8k 6¼ 0; ð1Þ

where gk 2 ð0; 1� represents energy conversion efficiency

of WPD k and HkðtÞ,jhkðtÞj2. During the WET stage, the

overall energy cost WWETðtÞ is

WWETðtÞ ¼ Ptr
0 ðtÞs0ðtÞ �

XK

k¼1

WkðtÞ þ Pci
0 s0ðtÞ; ð2Þ

where Pci
0 is the constant circuit power consumption of the

PS. Note that WWETðtÞ represents for the energy costs

owing to energy buffers charging in WPDs. The energy

consumption during the WIT stage is

WWITðtÞ ¼
XK

k¼1

Ptr
k ðtÞ þ Pci

k

� �
skðtÞ; 8k 6¼ 0; ð3Þ

where Ptr
k ðtÞ and Pci

k are the transmit power and the con-

stant circuit consumption power at time-slot t for WPD

k. And the dynamic energy queue for WPD k is

QW
k ðt þ 1Þ ¼ QW

k ðtÞ � Ptr
k ðtÞ þ Pci

k

� �
skðtÞ

� �þþWkðtÞ; 8k 6¼ 0;

ð4Þ

where ½x�þ denotes the maximum value between x and

zero.

Above all, the total energy consumption of the system at

time-slot t, denoted as WAðtÞ, is
WAðtÞ ¼ WWETðtÞ þWWITðtÞ: ð5Þ

2.3 Energy efficiency

For WPD k, given Ptr
k ðtÞ and skðtÞ, the achievable data rate

(in unit of bits/Hz/time-slot) at time-slot t is

RkðtÞ ¼ skðtÞlog2 1þ Ptr
k ðtÞGkðtÞ
Br2

� �
; ð6Þ

where r2 is the noise power spectral density, B is the

system bandwidth, and GkðtÞ ¼ jgkðtÞj2. Then, the total

throughput of the system at time-slot t is RAðtÞ ¼PK
k¼1 RkðtÞ. And the dynamics of data queue QD

k ðtÞ is

QD
k ðt þ 1Þ ¼ ½QD

k ðtÞ � RkðtÞ�þ þ DkðtÞ; 8k 6¼ 0; ð7Þ

where DkðtÞ is the arrival data rate at time-slot t for WPD

k. In a practical system, the achievable transmission rate

RkðtÞ and the arrival data rate DkðtÞ always have upper

bounds, i.e., Rmax
k and Dmax

k [20]. According to Little’s

Theorem, for a given traffic arrival rate, the time-averaged

queue delay is proportional to the time-averaged queue

Fig. 1 System model

Fig. 2 Frame structure
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length [26]. Thus, we can depict the time-averaged

queueing delay with data queue length.

Define the EE as the ratio of the long-term aggregate

data delivered to the corresponding long-term total energy

consumption in unit of bit/Joule/Hz. Then the EE denoted

by qee of the whole system is

qee ¼ lim
t!1

Pt
v¼1 EfRAðsðvÞ;PtrðvÞÞgPt
v¼1 EfWAðsðvÞ;PtrðvÞÞg

¼
limt!1

1
t

Pt
v¼1 EfRAðsðvÞ;PtrðvÞÞg

limt!1
1
t

Pt
v¼1 EfWAðsðvÞ;PtrðvÞÞg

¼ RA

WA

;

ð8Þ

where WA and RA represent the time-averaged energy

consumption and the time-averaged transmission rate. And

PtrðvÞ ¼ fðPtr
k ðvÞÞ; k ¼ 0; 1; 2; . . .g, sðvÞ ¼ fskðvÞ; k ¼

0; 1; 2; . . .g.
The definition of the EE in [27] is from an instantaneous

perspective while we define EE in a time-averaged per-

spective, and the resource is allocated dynamically

according to current CSI and data arricals which is more in

line with the actual situation. Account for the different way

of defining EE and preconditions on system models, the

conclusions obtained in [27] cannot be applied to our

system. In order to perform the resource allocation and

study EE and delay simultaneously, we maximize the EE

subject to both data queue stability and the harvested

energy availability constraints. Hence, we formulate the

problem as following

P1 : max
skðtÞ;Ptr

k
ðtÞ

qee ¼
RA

WA

s.t. C1 :
XK

k¼0

skðtÞ� 1; 8k

C2 : Ptr
0 �Pmax

0

C3 : Ptr
k ðtÞ þ Pci

k

� �
skðtÞ�QW

k ðtÞ þWkðtÞ; 8k 6¼ 0

C4 : lim
T!1

1

T

XT

t¼1

QD
k ðtÞ\1:

ð9Þ

In (9), Pmax
0 is the maximum transmit power of PS. C1

means the sum of the allocated time to PS and WPDs is not

larger than 1 due to the time-slot is normalized to be unit.

C2 is the peak transmit power constraint of PS. C3 ensures

that the energy consumed during WIT stage does not

exceed the total available energy in the energy buffer for

WPD k at the present moment. C4 ensures that the time-

averaged data queue is stable and hence a finite average

queueing delay.

It is obvious that problem P1 is a stochastic optimiza-

tion problem, which is non-convex. Such a problem can be

solved by using techniques such as dynamic programming

[28], while it may lead to the curse of dimensionality and is

too difficult to solve. To avoid the defects, we propose a

low computational complexity and practically operational

algorithm, which is described detailedly in the next section.

3 Energy efficient resource allocation

In this section, we first change the form of the proposed

stochastic optimization problem in Section II into a linear

programming with fractional programming. Then, with the

help of Lyapunov optimization theory we change the linear

programming into a series deterministic optimization

problems. Finally, we solve the ultima deterministic opti-

mization problem which is convex via Lagrangian method

and propose a general algorithm referred to as DEERAA to

solve our problem.

3.1 Equivalent problem transformation

While P1 is a nonconvex optimization problem, we find it

belongs to nonlinear fractional programming [29] and thus

we utilize the fractional programming to change the

problem form. Let S (S 6¼ ; ) denote the set of feasible

solutions of P1 for simplicity. There must be an optimal

time allocation s� ¼ fs�0; s�1; . . .; s�Kg and power allocation

Ptr� ¼ fPtr�
0 ;Ptr�

1 ; . . .;Ptr�
K g, while maximizing qee in (9)

from a long-term perspective under the constraints of C1-

C4, and then,

q�ee ¼
RAðs�;Ptr�Þ
WAðs�;Ptr�Þ

¼ max
ðs;PÞ2S

RAðs;PtrÞ
WAðs;PtrÞ

: ð10Þ

Using a nonlinear programming method [4], we give the

following theorem.

Theorem 1 The maximum q�ee can be obtained if and only

if

maxRAðs;PtrÞ � q�eeWAðs;PtrÞ ¼ 0: ð11Þ

Proof The proof is provided in ‘‘Proof of Theorem 1 in

Appendix’’ section. h

Then we can change P1 into P2:
P2 : max

skðtÞ;Ptr
k
ðtÞ

RAðs;PtrÞ � q�eeWAðs;PtrÞ

s.t. C1;C2;C3;C4:
ð12Þ

However, it is also difficult to solve P2 because we cannot

identify the value of q�ee which is the object we want to

obtain. We propose qeeðtÞ for t 2 f1; 2; 3; . . .g with

qeeð0Þ ¼ 0 as
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qeeðtÞ ¼
Pt�1

v¼1 EfRAðsðvÞ;PtrðvÞÞg
Pt�1

v¼1 EfWAðsðvÞ;PtrðvÞÞg
: ð13Þ

Replace q�ee by qeeðtÞ, then P2 is casted as P3:

P3 : max
skðtÞ;Ptr

k
ðtÞ

RAðs;PtrÞ � qeeðtÞWAðs;PtrÞ

s.t. C1;C2;C3;C4:
ð14Þ

From the definition of qeeðtÞ, we can find that qeeðtÞ is

depending on the past resource allocation decisions, which

is a known parameter compared to q�ee. So, we can replace

q�ee by qeeðtÞ to solve the P2, which is an effective way to

solve stochastic optimization problems with ratio objec-

tives in renewal systems and has been widely used [30].

3.2 PS transmit power

The following Theorem 2 characters the operation of the

PS to maximize EE.

Theorem 2 The maximum EE can be obtained when PS

transmits power to WPDs at its maximum power.

Proof The proof is provided in ‘‘Proof of Theorem 2 in

Appendix’’ section. h

Remark 1 Theorem 2 seems contradictory to intuition at

first. However, in our WPCN system, both time and power

are optimized and circuit energy consumption and trans-

mission energy consumption are jointly considered. When

PS transmits with its maximum allowed power, the allo-

cated time for WET and the energy consumption are

reduced simultaneously. Besides, it allows WPDs to have

more time to improve the system throughput during WIT

and thus maximizes EE. With the help of Theorem 2, we

can change the formation of P3 into P4:
P4 : max

skðtÞ;Ptr
k
ðtÞ

RAðs;PtrÞ � qeeðtÞWAðs;PtrÞ

s.t. C1;C3;C4;
ð15Þ

where Ptr ¼ fPmax
0 ;Ptr

1 ; � � � ;Ptr
Kg. For simplicity, we will

use term WAðtÞ to refer to WAðs;PtrÞ, and RAðtÞ to refer to

RAðs;PtrÞ in the following discussion.

3.3 Lyapunov optimization theory

Observing P4, we find it is a stochastic problem which

couples with both instantaneous and time-averaged con-

straints. Lyapunov optimization theory is a method which

considers the joint problem of stability queue and opti-

mizing performance. Thus, P4 can be solved with the aid

of Lyapunov optimization theory. Define the Lyapunov

function as

LðZðtÞÞ ¼ 1

2

XK

k¼1

QD
k ðtÞ

� �2
; ð16Þ

where ZðtÞ ¼ fQD
k ðtÞ : k ¼ 1; 2; . . .;Kg. And then the one-

step conditional Lyapunov drift is

MfZðtÞg ¼ EfLðZðt þ 1ÞÞ � LðZðtÞÞjZðtÞg�CM

�
XK

k¼1

EfQD
k ðtÞRkðtÞjZðtÞg:

ð17Þ

where Ef�g denotes the expectation operator.

Proof The proof is provided in ‘‘Proof of (17) in

Appendix’’ section. h

To solve P4, we need to employ the Lyapunov drift-

plus-penalty approach, as following

MfZðtÞg � VEfRAðtÞ � qeeðtÞWAðtÞjZðtÞg�CM�

E V RAðtÞ � qeeðtÞWAðtÞf g þ
XK

k¼1

QD
k ðtÞRkðtÞjZðtÞ

( )
;

ð18Þ

where VðV[ 0Þ is an arbitrary system control parameter in

our proposed algorithm, and it is regraded as the ‘‘impor-

tance weight’’ on how much we emphasize on EE or delay.

By controlling V, we can balance the performance of EE

and delay.

With the analysis above, minimize the righthand of (18)

we can jointly optimize resource allocation with the queue

being stable. Thus we can solve P4 by solving the fol-

lowing optimization problem

P5 : max
skðtÞ;Ptr

k
ðtÞ

VfRA � qeeðtÞWAðtÞg þ
XK

k¼1

QD
k ðtÞRkðtÞ

s.t. C1;C3:

ð19Þ

Hitherto, we transfer the original stochastic optimization

problem P1 into a static deterministic optimization prob-

lem P5, which is nonconvex due to skðtÞ and Ptr
k are

coupled, while we can change the form of P5 to solve it via
Lagrange method in the following subsection.

3.4 Lagrangian method

Using the property of the perspective function and letting

YkðtÞ , gkP
max
0 HkðtÞ; 8k 6¼ 0, we obtain the equivalent

problem P6, which is a convex function. Note that

ekðtÞ,skðtÞPtr
k ; 8k 6¼ 0.
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P6 : max
skðtÞ;Ptr

k
ðtÞ

XK

k¼1

QD
k ðtÞ þ V

� �
skðtÞ log2 1þ ekðtÞckðtÞ

skðtÞ

� �

� VqeeðtÞ
XK

k¼1

ekðtÞ þ Pci
k skðtÞ

� �

� VqeeðtÞ Pmax
0 ðtÞ þ Pci

0 �
XK

k¼1

YkðtÞ
 !

s0ðtÞ

s.t.

PK
k¼0 skðtÞ� 1;

ekðtÞ þ Pci
k skðtÞ�QE

k ðtÞ þ YkðtÞs0ðtÞ; 8k 6¼ 0:

(

ð20Þ

The Lagrangian function of P6 is written as:

Lðs0ðtÞ; ekðtÞ; skðtÞ; f; lÞ ¼
XK

k¼1

QD
k ðtÞ þ V

� �
skðtÞ

log2 1þ ekðtÞckðtÞ
skðtÞ

� �

� VqeeðtÞ
XK

k¼1

ekðtÞ þ pcik skðtÞ
� �

� l
XK

k¼0

skðtÞ � 1

 !

� VqeeðtÞ Pmax
0 ðtÞ þ Pci

0 �
XK

k¼1

YkðtÞ
 !

s0ðtÞ

�
XK

k¼1

fk ekðtÞ þ Pci
k skðtÞ � QE

k ðtÞ � YkðtÞs0ðtÞ
� �

;

ð21Þ

where ckðtÞðtÞ ¼
GkðtÞ
Br2 and 8k 6¼ 0. In (21), f and l are the

non-negative Lagrange multipliers. Then we turn to max-

imize Lðs0ðtÞ; ekðtÞ; skðtÞ; f; lÞ to solve the problem. By

taking the partial derivative of L with respect to s0ðtÞ; ekðtÞ,
respectively, then we obtain

oL
os0ðtÞ

¼
XK

k¼1

ðfk þ VqeeðtÞÞYkðtÞ � VqeeðtÞðPmax
0 þ pci0 Þ � l;

ð22Þ

oL
oekðtÞ

¼
QD

k ðtÞ þ V
� �

skðtÞckðtÞ
ðskðtÞ þ ekðtÞckðtÞÞln2

� VqeeðtÞ � fk; ð23Þ

and the complementary slackness conditions are given by

fk ekðtÞ þ Pci
k skðtÞ � QE

k ðtÞ � YkðtÞs0ðtÞ
� �

¼ 0; ð24Þ

l 1�
XK

k¼0

skðtÞ
 !

¼ 0: ð25Þ

Let f0ðfÞ, oL
os0ðtÞ. From (22), we know that L is a linear

function of s0ðtÞ. Since s0ðtÞ� 0, to make sure that

Lagrangian function L is bounded above, we have the

following equation

s�0ðtÞ
2 ½0; 1Þ; if f0ðfÞ ¼ 0;

¼ 0; if f0ðfÞ ¼ 0:

�
ð26Þ

Setting oL
oekðtÞ ¼ 0, we find the relation between EkðtÞ and

skðtÞ; 8k 6¼ 0

Ptr
k ðtÞ ¼

ekðtÞ
skðtÞ

¼ QD
k ðtÞ þ V

ðVqeeðtÞ þ fkÞln2
� 1

ckðtÞ

	 
þ
: ð27Þ

Substituting (27) into (21), and taking the partial derivative

of L with skðtÞ, we obtain

f ðckðtÞ;fkÞ,
oL

oskðtÞ
¼ VqeeðtÞþ fkln2ð Þ

H log2 1þ H� 1

ckðtÞ

	 
þ
ckðtÞ

� �

� VqeeðtÞþ fkð Þ H� 1

ckðtÞ

	 
þ
þPci

k

� �
�l;

ð28Þ

where H ,
QD

k
ðtÞþV

ðVqeeðtÞþfkÞln2. Therefore, we obtain the value of

s�kðtÞ

s�kðtÞ

¼ QE
k ðtÞ þ YkðtÞs�0ðtÞ

ptr�k þ pcik
; if ckðtÞ[ x�kðtÞ;

2 ½0;Q
E
k ðtÞ þ YkðtÞs�0ðtÞ

ptr�k þ pcik
�; if ckðtÞ[ x�kðtÞ;

¼ 0; if ckðtÞ\x�kðtÞ;

8
>>>>><

>>>>>:

ð29Þ

where x�kðtÞ is the solution of

ðQD
k ðtÞ þ VÞlog2

ðQD
k ðtÞ þ VÞxkðtÞ
VqeeðtÞln2

� �
þ VqeeðtÞ

xkðtÞ

� QD
k ðtÞ þ V

ln2
� VqeeðtÞPci

k � l ¼ 0:

ð30Þ

Moreover, s�0ðtÞ and s�kðtÞ should satisfy

s�0ðtÞ þ
XK

k¼1

s�kðtÞ
¼ 1; l[ 0;

� 1; l ¼ 0:

�
ð31Þ

The proof of (29) and (31) are described as following.

Proof Since skðtÞ� 0, using a similar analysis as for s0ðtÞ,
the optimal solution skðtÞ must satisfy

oL
oskðtÞ

¼ f ðckðtÞ; fkÞ
\0; skðtÞ ¼ 0;

¼ 0; skðtÞ� 0:

�
ð32Þ

Lemma 1 If
QD

k
ðtÞþV

ðVqeeðtÞþfkÞln2 �
1

ckðtÞ, then we find that

f ðckðtÞ; fkÞ is an increasing function of ckðtÞ and a

decreasing function of fk.

Lemma 1 is easily proved by taking the derivative of

f ðckðtÞ; fkÞ with respect to ckðtÞ and fk, respectively. The
proof is thus omitted due to the space limitation. Based on

Lemma 1, we know when fk ¼ 0 with ignoring ckðtÞ,
f ðckðtÞ; fkÞ attains its maximum value f ðckðtÞ; 0Þ.
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Moreover, when ckðtÞ ¼
ðVqeeðtÞþfkÞln2

QD
k
ðtÞþV

, f ðckðtÞ; 0Þ ¼ �VPci
k

�l\0 holds, and when ckðtÞ �! þ1, f ðckðtÞ; 0Þ �!
þ1 holds. It is obvious that there exists a x�kðtÞ such that

f ðx�kðtÞ; 0Þ ¼ 0, i.e., x�kðtÞ is the solution of (30). Now, we

analyze the following three cases:

1. For ckðtÞ\x�kðtÞ, we obtain f ðckðtÞ; fkÞ� f ðck ðtÞ; 0Þ
\f ðx�kðtÞ; 0Þ ¼ 0. And according to (32), we can

obtain skðtÞ ¼ 0.

2. For ckðtÞ[ x�kðtÞ, it is obvious that there always exists
a fk [ 0 satisfying f ðckðtÞ; fkÞ ¼ 0\f ðckðtÞ; 0Þ. How-
ever, there may exist fk [ 0 such that f ðckðtÞ; fkÞ\0.

Then according to (32), we obtain skðtÞ ¼ 0, and

according to (32) we get ekðtÞ þ Pci
k skðtÞ ¼ 0\ QE

k

ðtÞ þ YkðtÞs�0ðtÞ, which contradicts (24) and this is not

the optimal solution. Nevertheless, for users ckðtÞ
larger than x�kðtÞ; fk [ 0 implies that they use up all the

energy in their energy buffers. Thus, from (24) we

obtain skðtÞ ¼ QE
k
ðtÞþYkðtÞs�0ðtÞ
ptr
k
þpci

k

. Correspondingly, as skðtÞ
[ 0, the value of fk is obtained from f ðckðtÞ; fkÞ ¼ 0.

3. For ckðtÞ ¼ x�kðtÞ, if fk [ 0; then f ðckðtÞ; fkÞ\
f ðckðtÞ; 0Þ ¼ f ðx�kðtÞ; 0Þ ¼ 0 and skðtÞ ¼ 0, which con-

tradicts (24). Therefore, fk ¼ 0 follows from (24), and

we obtain skðtÞ 2 0;
QE

k
ðtÞþYkðtÞs�0ðtÞ
ptr
k
þpci

k

h i

This completes the proof of (29). As the Lagrangian

function L is a linear function of s�0ðtÞ and s�kðtÞ, the

maximum value of L can always be achieved at the

vertices of the region created by (26) and (29). Moreover,

s�0ðtÞ and s�kðtÞ should satisfy the complementary slack-

ness conditions (25). Therefore, if l[ 0, the time con-

straint should be strictly met with equality, otherwise, we

obtain an associated inequality for limiting the range of

time variables s0ðtÞ and skðtÞ. Then we finish the proof of

(31). h

3.5 Dynamic energy-efficient resource allocation
algorithm

Based on the analysis in last subsections, we propose a

dynamic energy-efficient resource allocation algorithm,

referred to as DEERAA in the next page. Steps 2–12 in the

proposed DEERAA algorithm are executed once within

each time-slot and taking the dynamic CSI and data queues

into account. With prior distribution knowledge of CSI and

data arrivals free, and thus our algorithm is an online

algorithm and can be easily implemented in practical

WPCN systems. In steps 2–10, we adopt the Lagrange

method to solve P6.
The computational complexity of DEERAA algorithm

can be analyzed as follows. The complexity of lines 6–8 in

Algorithm 1 is linear in the number of users, K. Further-

more, the complexity of the Dinkelbach method [29] for

updating qeeðtÞ, and the bisection method [31] for updating

l are both independent of K. Hence the complexity of

DEERAA algorithm is OðKÞ within each time-slot of the

network states.
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3.6 Performance analysis

In the above subsections, we change the original problem

P1 into P6 and solve P6 to investigate EE and delay in

WPCN. However, P6 is not equivalent to P1 due to the

property of Lyapunov function and hence we need to

analyze the performance of our proposed algorithm. In

order to evaluate the performance of the proposed algo-

rithm and analyze the performance of EE and delay for the

considered WPCN, we introduce a Lemma first and make

some assumptions.

Lemma 2 Suppose that k is strictly interior to the

capacity region W, and that kþ e is still in W for a positive

e. Suppose that P1 is feasible, i.e., given average arrival

data rate kk; 8k 6¼ 0, that there exists at least a power and

time allocation solution to satisfy all of the constraints in

P1, and that is, given average arrival data rate

kk þ e; 8k 6¼ 0, P1 is also feasible. Then, for any d[ 0,

there exists an i.i.d. algorithm1 Hx ¼ fskðtÞ;Ptr
k ; 8kg

that satisfies

EfRx
A ðtÞg�EfWx

A ðtÞgðqoptee � dÞ; ð33Þ

EfRx
k ðtÞjZðtÞg ¼ EfRx

k ðtÞg� kk þ e; ð34Þ

where sðtÞ represents fs0ðtÞ; s1ðtÞ; :::; sKðtÞg, and PtrðtÞ
represents fPtr

0 ðtÞ;Ptr
1 ðtÞ; :::;Ptr

KðtÞg. And Wx
A ðtÞ, Rx

A ðtÞ and
Rx
k ðtÞ are the resulting values under Hx.

Proof The similar proof of Lemma 2 can be found in

[22, 32]. h

Noting that the transmit power of PS is bounded by Pmax
0

in reality and the circuit power consumption is constant,

hence we assume that the time-averaged power consump-

tion is bounded by Pmin and Pmax, and thus the overall

energy consumption has a lower bound WAmin
and an upper

bound WAmax
for a long time. Similarly, we have an upper

bound of overall transmit rate RAmax
. By exploiting

Lemma 2 and the assumption above, then we have the

following two performance bounds

qoptee � qee � qoptee � cM=WAmin

V
; ð35Þ

Q�
cM þ V RAmax

þ qoptee ðWAmax
�WAmin

Þ
� �

e
; ð36Þ

where qee denotes for the solution obtained by our pro-

posed algorithm and qoptee represents for the optimal value

obtained by solving P1. Q is the time-averaged data queue

length.

Proof The correlative proof of (35) and (36) can be found

in ‘‘Proof of (17) in Appendix’’ section. h

Remark 2 The gap between qee and qoptee is reveled by

(35). As V increases , qee is arbitrarily close to the optimal

value qoptee . That is, with a sufficiently large V, the resource

allocation scheme obtained via DEERAA is asymptotically

optimal in terms of solving the original problem P1. The
boundary of Q is given by (36), and we find that the time-

averaged data queue is stable [22]. From (35) and (36), we

find that both qee and Q are increasing functions with

respect to V, and thus we can balance the performance of

EE and delay by adjusting V. If we pay more attention on

EE, we can choose a larger V which leads to a larger delay

at the same time. And if we pay more attention on delay,

we can choose a smaller V and thus smaller EE.

4 Simulation results

In this section, simulations are provided to validate our

theoretical results and analyze EE and delay. We set four

WPDs randomly and uniformly distributed on the right

hand side of PS with the reference distance of 2 m and the

maximum service distance is 15 m. The IRS is located

150 m far away from the PS. We take both the pathloss and

small-scale Rayleigh fading into consideration. The simu-

lation parameters are shown in Table 1. For simplicity, we

assume the energy conversion efficiency are equal for all

WPDs, i.e., gk ¼ g, and the circuit consumption power

Pci
k ¼ Pci; k 6¼ 0 keeps constant. Similarly, we set

kk ¼ k; 8k 6¼ 0.

Figure 3 displays the resulting EE against control

parameter V. As expected, qee increases at the speed of

OðVÞ as V increases for any given k. Besides, with the

energy conversion efficiency g increases, the energy con-

sumption during WET is decreasing and thus lead to the EE

increases. In general, with the data arrival rate k increases,

much more transmit power is needed to guarantee the

stability of the data queues. However, an increase in

transmit power does not result in a proportional increase in

transmit rate due to the diminishing slope of logarithmic

rate-power function. Thus we can find the EE is decreasing

with k increasing in Fig. 3. k increasing in Fig. 3.

The time-averaged queue length Q against control

parameter V is shown in Fig. 4. As expected, Q increases at

the speed of OðVÞ as V increases. And Q is larger with a

larger k, which is following from Little’s theorem that the

time-averaged queue length is proportional to the arrival

data rate. Besides, it is obvious that with a larger energy

1 Define an i.i.d algorithm as one that, at the beginning of each slot

t 2 f0; 1; 2; . . .g, choose a policy PðtÞ by independently and proba-

bilistically selecting P 2 AsðtÞ according to some distribution that is

the same for all slots t. Let PxðtÞ, t 2 f0; 1; 2; . . .g represent such an

i.i.d algorithm, then WAðtÞ and RAðtÞ are also i.i.d over slots. AsðtÞ
denotes the set of all feasible power allocation options under sðtÞ.
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conversion efficiency g, Q is smaller which is account for

energy for data transmission is increasing as g increasing

and thus leading to larger transmit rates and smaller time-

averaged queue length. Jointly considering Figs. 3 and 4, it

is obvious that the EE and time-averaged delay perfor-

mance can be adjusted by controlling V, which is verified

in Fig. 5. Figure 5 displays the EE against delay with

different k for the considered WPCN. It is shown that with

larger V, the time-averaged delay and EE are increasing. If

we pay attention to EE, we can select a large V and thus

lead to a large delay, and if we pay more attention to delay,

we can select a smaller V. Besides, we also can find that

data arrival rates affect the EE and time-averaged delay

performance. With larger k, EE is decreasing and delay is

increasing.

In Fig. 6, we show how the circuit power consumption

(i.e. Pci
0 and Pci

k ) affects the EE and time-averaged delay.

We observe that when the circuit power consumption

increases, the EE decreases. This is owing to the fact that,

the total energy is constant, the increasing of circuit power

consumption leads to the decreasing of transmit power, and

thus the transmission rates decrease, which decreases EE.

And it is obvious that with arrival data rate increases, the

EE is decreasing and delay is increasing, which is consis-

tent with the analysis before.

As shown in Fig. 3, with V increasing, our proposed

algorithm DEERAA’s EE is gradually approaching to the

x-only algorithm’s EE which is optimal and it is corre-

spondence with the formula (35). As shown in Fig. 4, with

V increasing, our proposed algorithm DEERAA’s time-

averaged queue length is gradually becoming constant,

while x-only algorithm’s time-averaged queue length is

independent with V and larger. Comparing with x-only
algorithm under different arrival rate in Fig. 7, it is obvious

Table 1 List of Simulation Parameters

Path loss exponent . 3

System bandwidth B 1 MHz

Power spectral density of noise r2 - 174 dBm/Hz

Maximum transmit power of the PS Pmax
0 10 W

Data buffer size BD 1000 bit/Hz

Energy buffer size BW 10 J
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that DEERAA’s queue length would keep stability as time-

slot increasing while x-only algorithm doesn’t. This is due

to the reason that DEERAA takes queue length into con-

sideration, while x-only algorithm only optimizes EE, and

the system may backlog data for waiting a good channel

state and accumulating enough power to transmit data in

order to achieve the optimal EE. When the arrival data rate

is large, there would be a long backlog queue and immerse

queue delay, which is uncontrolled and impractical. While

by controlling V, in our proposed algorithm with prior

distribution knowledge of data arrivals free, the perfor-

mance between EE and delay can be adjusted.

In Fig. 8, the EE of DEERAA and Optima which opti-

mizes the power consumption without considering system

throughput in [20] is investigated. As expected, our pro-

posed algorithm DEERAA outperforms the Optima.

Merely optimizing power consumption would ignore the

throughput and leads to poor user experience and lower EE.

While taking both throughput and power consumption into

account, our proposed algorithm satisfies the users’

requirements on throughput and makes full use of energy,

which is environment friendly and coincidence with the

theme of green communication. And thus, our DEERAA is

more practical than Optima when they are applied into real

system.

In Fig. 9, we investigate the effect of g on the perfor-

mance of EE and time-averaged delay of EEDRAA and

compare it with a Baseline algorithm which allocates time

among WPDs equally, i.e., the Baseline only optimizes

time allocation between PS and WPDs and power control

among PS and WPDs. As expected, our proposed algorithm
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EEDRAA outperforms the Baseline, which accounts for

EEDRAA adaptively allocates time among WPDs

according to dynamics channel and data queue length.

Besides, EE and time-averaged delay performance is

improved with energy conversion efficiency increasing for

both the EEDRAA and the Baseline, which is in accor-

dance with the analysis before. And thus our proposed

analytical framework can be readily extended to WPCNs

with fixed time-allocation mechanism.

5 Conclusions

In this paper, the dynamic energy-efficient resource allo-

cation for the newly emerging WPCN was investigated.

We formulated a stochastic optimization problem subject

to both data queue stability and the harvested energy

availability to address the dynamic resource allocation (i.e,

time allocation and power control) problem. With the aid

of fractional programming, Lyapunov optimization theory

and Lagrangian method, we solved the problem and ana-

lyze the EE and delay performance. Correspondingly, we

proposed a dynamic energy-efficient resource allocation

algorithm (DEERAA), which does not require any prior

distribution knowledge of CSI and data arrivals. We have

further found that the EE and delay performance can be

adjusted with V, which is a system control parameter.

Simulation results had confirmed the adaptiveness of the

DEERAA and the theoretical analysis on resource

allocation.

Appendix

Proof of Theorem 1

Theorem 1 is proved by separately proving the necessary

condition and sufficient condition of it. First, we prove the

necessary condition. Let s� and Ptr� be the solution of (9)

and according to the formulation (10), we arrive in

q�ee ¼
RAðs�;Ptr�Þ
WAðs�;Ptr�Þ

� RAðs;PtrÞ
WAðs;PtrÞ

; 8s;Ptr 2 S: ð37Þ

Rewrite the formulation above, i.e. (37), then we obtain

RAðs;PtrÞ � q�eeWAðs;PtrÞ� 0; 8s;Ptr 2 S ð38Þ

RAðs�;Ptr�Þ � q�eeWAðs�;Ptr�Þ ¼ 0; 8s;Ptr 2 S: ð39Þ

According to (38), we have maxfRAðs;PtrÞ � q�eeWAðs;
PtrÞ; 8sjPtr 2 S ¼ 0: Combining with (38), we have the

maximum value is taken when fs;Ptrg ¼ fs�;Ptr�g. Thus
finished the proof of necessary condition. To prove the

sufficient conditon, let ffs�;Ptr�g be a solution of (11), i.e.

RAðs�;Ptr�Þ � q�eeWAðs�;Ptr�Þ ¼ 0, and then

RAðs;PtrÞ � q�eeWAðs;PtrÞ�RAðs�;Ptr�Þ
� q�eeWAðs�;Ptr�Þ ¼ 0; 8s;Ptr 2 S:

ð40Þ

Hence

RAðs;PtrÞ � q�eeWAðs;PtrÞ� 0; 8s;Ptr 2 S; ð41Þ

RAðs�;Ptr�Þ � q�eeWAðs�;Ptr�Þ ¼ 0; 8s;Ptr 2 S: ð42Þ

From (41)we have q�ee �
RAðs;PtrÞ
WAðs;PtrÞ ; 8s;P

tr 2 S, that is q�ee is

the maximum of (10). From (42) we have
RAðs�;Ptr�Þ
WAðs�;Ptr�Þ ¼ q�ee,

that is ffs�;Ptr�g is a solution of (10). Thus finished the

proof of Theorem 1. h

Proof of Theorem 2

Theorem 2 with is proved with the aid of contradiction. We

propose two solutions to P3. The first one is supposing the

optimal solution to problem P3 in time-slot t is

U� ¼ fPtr�
0 ðtÞ;Ptr�

k ðtÞ; s�0ðtÞ; s�kðtÞg; 8k 6¼ 0, and supposing

the PS transmit power satisfies Ptr�
0 ðtÞ\Pmax

0 ðtÞ. Under

such a assumption we attain the optimal solution U� is

denoted as q�. The other one solution is U0 ¼ fPtr0
0

ðtÞ;Ptr0
k ðtÞ; s00ðtÞ; s0kðtÞg; 8k 6¼ 0, and suppose the PS trans-

mit power satisfies Ptr0
0 ðtÞ ¼ Pmax

0 ðtÞ. The corresponding

optimal value is q0. Furthermore, we assume the difference

only exists in the WET stage, i.e., the condition in WIT

stage between two solutions is same. Then we have

8k 6¼ 0,Ptr�
0 ðtÞs�0ðtÞ ¼ Ptr0

0 ðtÞs00ðtÞ; s�kðtÞ ¼ s0k ðtÞ;Ptr�
k ðtÞ ¼

Ptr0
k ðtÞ;W�

k ðvÞ ¼ W 0
kðvÞ;R�

kðvÞ ¼ R0
kðvÞ. Now, we can com-

pare the value q� and q0, which are given by Eqs. (43) and

(44), at the top of next page to find the relationship between

them. According to the assumption that Ptr0
0 ðtÞ ¼ Pmax

0

ðtÞ[Ptr�
0 ðtÞ, Ptr�

0 ðtÞs�0ðtÞ ¼ Ptr0
0 ðtÞs00ðtÞ, then we obtain

s00ðtÞ\s�0ðtÞ. Comparing the two equations, i.e.,Eqs. (43)

and (44), we can obtain q�\q0 which contradicts the

assumption that q� is the optimal solution. Thus Theorem 2

is proved. h
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Proof of (17)

Squaring both sides of Eq. (7) results in

QD
k ðt þ 1Þ

� �2 �ðQD
k ðtÞÞ

2 þ ðRkðtÞÞ2 þ ðDkðtÞÞ2

� 2QD
k ðtÞðRkðtÞ � DkðtÞÞ:

ð45Þ

Sum overall kðk ¼ 1; :::;KÞ, take the conditional expecta-

tion Ef�jZðtÞg, and recall RkðtÞ�Rmax
k , DkðtÞ�Dmax

k , then

DfZðtÞg� 1

2

XK

k¼1

EfðDkðtÞÞ2 þ ðRkðtÞÞ2jZðtÞg

�
XK

k¼1

EfQD
k ðtÞ ðRkðtÞ � DkðtÞÞjZðtÞð Þg

� cM �
XK

k¼1

EfQD
k ðtÞ RkðtÞjZðtÞð Þg

þ
XK

k¼1

EfQD
k ðtÞ DkðtÞjZðtÞð Þg;

ð46Þ

where cM ¼ 1
2

PK
k¼1 ðDmax

k ðtÞÞ2 þ ðRmax
k ðtÞÞ2


 �
. Define

CM ¼ cM þ
PK

k¼1 EfQD
k ðtÞ DkðtÞjZðtÞð Þg, and then we

obtain (17). This finished the proof. h

Proof of (35) and (36)

Adopt an i.i.d. algorithm and we can transform (18) into

(47)

MfZðtÞg � VEfRAðtÞ � qeeðtÞWAðtÞjZðtÞg
�CM � E V Rx

A ðtÞ � qeeðtÞWx
A ðtÞ

� �
jZðtÞ

� �

� E
XK

k¼1

QD
k ðtÞRx

k ðtÞjZðtÞ
( ) ð47Þ

Plugging (33) and (34) into (47) and taking a limit as e ! 0

yield

MfZðtÞg � VEfRAðtÞ � qeeðtÞWAðtÞjZðtÞg� cM

� Vqoptee EfWx
A ðtÞg þ VEfqeeðtÞWx

A ðtÞg:
ð48Þ

By taking iterated expectation and using telescoping sums

over t 2 f1; . . .; Tg in (48), and then we obtain

EfLðZðTÞÞg � EfLðZð1ÞÞg� TðcM � Vqoptee EfWx
A ðtÞgÞ

þ V
XT

t¼1

EfqeeðtÞRx
A ðtÞg þ V

XT

t¼1

EfRAðtÞ

� qeeðtÞWAðtÞjZðtÞg:
ð49Þ

Dividing (49) by VT and using the fact that

EfLðZðTÞÞg� 0, we acquire

1

T

XT

t¼1

EfRAðtÞ � qeeðtÞWAðtÞg� � EfLðZð1ÞÞg
VT

� cM

V
þ qoptee EfWx

A ðtÞg � EfWx
A ðtÞg

1

T

XT

t¼1

EfqeeðtÞg:

ð50Þ

Taking the limit as T ! 1 , and after some manipulations,

then we obtain

qee � qoptee � cM=EfWx
A ðtÞg

V
� qoptee � cM=WAmin

V
: ð51Þ

Similarly, plug (33) and (34) into (47), take iterated

expectation and use telescoping sums over t 2 f1; � � � ; Tg,
then

EfLðZðTÞÞg�EfLðZð1ÞÞgþ e
XT

t¼1

XK

k¼1

QD
k ðtÞ�V

XT

t¼1

EfqeeðtÞWx
A ðtÞg

�TðcM �Vqoptee EfWx
A ðtÞgÞþV

XT

t¼1

EfRAðtÞ�qeeðtÞWAðtÞg:

ð52Þ

Divide (52) by eT and take limit as T !1

Q ¼ lim
T!1

1

T

XT

t¼1

XK

k¼1

QD
k ðtÞ�

cM þ V RAmax
þ qoptee ðWAmax

�WAmin
Þ

� �

e
:

ð53Þ

This finished the proof of Eqs. (35) and (36). h

q0 ¼
Pt

v¼1

PK
k¼1 R

0
kðvÞ

� �
Pt�1

v¼1 Ptr0
0 ðvÞs00ðvÞ þ Pci

0 s
0
0ðvÞ �

PK
k¼1 W

0
kðvÞ þ

PK
k¼1 Ptr0

k ðvÞ þ Pci0
k ðvÞ

� �
s0kðvÞ

� � : ð43Þ

q� ¼
Pt

v¼1

PK
k¼1 R

�
kðvÞ

� �
Pt�1

v¼1 Ptr�
0 ðvÞs�0ðvÞ þ Pci

0 s
�
0ðvÞ �

PK
k¼1 W

�
k ðvÞ þ

PK
k¼1 Ptr�

k ðvÞ þ Pci�
k ðvÞ

� �
s�kðvÞ

� � : ð44Þ
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