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Oh! Amos Cottle! for a moment
think

What meagre profits spread from
pen and ink

Lord Byron

If you receive a bribe, include it in
your income.

IRS Publication 525 (2007)

Yo a vuestra alteza presento lo que
mio no es, bien ansi como las
abejas que roban la sustancia de
las melifluas de los huertos agenos
y la traen a cuestas y anteponen a
la su maestra.

Juan de Mena, preface to his
c. 1442 translation of The Illiad

You too can be a toxicologist in
two easy lessons, each of ten years.

Arnold Lehman

Elles ressemblent au critique
littéraire d’aujourd’hui, qui, sous
quelques rapports, peut leur étre
comparé, et qui arrive a une
profonde insouciance des formules
d’art: il a tant lu d’ouvrages, il en
voit tant passer, il s’est tant
accoutumé aux pages écrites, il a
subi tant de dénouements, il a vu
tant de drames, il a tant fait
d’articles sans dire ce qu’il pensait,
en trahissant si souvent la cause de
Part en faveur de ses amitiés et de
ses inimitiés, qu’il arrive au dégout
de toute chose et continue
néanmoins a juger.

Balzac, Les splendeurs et miséres
des courtisanes
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Personal remarks and attestation of faith

It is in order to make general remarks in favor of peace in the beginning of a
book,! so I think it is fit to say here that I think people should avoid fighting as
far as possible. Specifically, when people are drinking they should be laughing and

dancing instead of gambling? or quarrelling.
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with interlinear glosses, and follow the Leipzig glossing conventions (Bickel et al.,
2008) insofar as possible. Abbreviations used in Mungbam examples are summa-

rized below in table 1.4

4 Examples occasionally appear for other languages, and unfamiliar glosses are explained in
footnotes immediately following.
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Abstract

This dissertation is an attempt to state what is known at present about the gram-
mar of Mungbam (ISO 693-3 [mij]). Mungbam is a Niger-Congo language spoken
in the Northwest Region of Cameroon. The dissertation is a descriptive grammar,
covering the phonetics, phonology morphology and syntax of the language. Source
data are texts and elicited data collected during two field trips by the author: a six
month trip during the first half of 2010, and a one month trip during April-May
2012.
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ABSTRACT



Chapter 1

Language and field setting

This dissertation is an attempt to state what is known at present about the gram-
mar of Mungbam (ISO 693-3 [mij]). Mungbam is a name coined by the author
to refer to the related lects spoken in the villages of MUnken, NGun, Biya, Abar
and Missong,! in Northwest Cameroon. Due to the differences between the lects,
Mungbam would properly be referred to as a “dialect cluster” rather than as a
“language” (Di Carlo and Pizziolo, 2012: 160), but the latter term will be retained
for simplicity. The language was called “Missong” in the Ethnologue (Lewis et al.,
2013) through its fourteenth edition, and was called “Abar” in the fifteenth and
sixteenth editions. A name change was enacted in early 2013, and the language is
now listed as “Mungbam” in the Ethnologue.

This first chapter gives various bits of preliminary information which must
preface the linguistic data. Basic facts about the geographic and sociolinguistic
setting of the language are given in § 1.1. Section 1.2 discusses previous published
and unpublished work on Mungbam. Section 1.3 contains a description of the

nature, quantity and quality of data underlying this description, and how it was

L The r is not pronounced in Abar.



2 CHAPTER 1. LANGUAGE AND FIELD SETTING

collected. Section 1.4 discusses the relative levels of coverage achieved for the five
dialects. Sections 1.5-1.6 are directed towards the reader, discussing interactive
features of the PDF version of this dissertation and the glossing and annotation
conventions employed. Finally, § 1.7 discusses the organization of the remainder
of the dissertation.

This work is descriptively oriented, and contains only as much theoretical in-
formation as is deemed necessary to give a precise presentation. The intended

audience is scholars of African languages and typologists.

1.1 Language setting

1.1.1 The name ‘Mungbam’

Even though Munken, Ngun, Biya, Abar and Missong are treated in this disserta-
tion as dialects of one language, people from the area where they are spoken would
generally reject the idea that the people of say, Munken, speak the same language
as the people of, say, Biya. It would not be controversial to state that Munken and
Biya ‘rhyme’, or that a person from Munken can easily understand the language
spoken in Biya, but Munken and Biya could scarcely be considered to be “the same
language” any more than Munken and Isu (a neighboring Bantoid language of the
West Ring family) could. On the other hand, Munken and Biya are obviously
mutually intelligible.?  One lengthy text in my corpus is in fact a conversation
between a Biya woman and a Munken woman, each speaking their own dialect,
without any indication of difficulty in communicating.® Because the dialects are

very closely related, and can be described (as they are here) as sharing a common

2 This is my assessment based on familiarity with both dialects. It is not clear to what extent
the apparent ability of Munken speakers to understand Biya is acquired by contact with Biya
people.

3 See also remarks in Di Carlo and Pizziolo (2012: 161)
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grammatical system, an artificial name has been designated for communication
among linguists.* It is to be pronounced [mﬁlj.ggoamL which (in most Mungbam
dialects) is homophonous with a word referring to a variety of grass which grows

in Lower Fungom.

1.1.2 Geographic setting

Mungbam is spoken in five villages in the Lower Fungom region of Cameroon,
Northwest Region, Menchum Division, Wum Subdivision. The English names of
the villages are Munken, Ngun, Biya, Abar and Missong. The Lower Fungom area,
depicted in figure 1.1 (p. 4), is host to at least seven different languages, five of

which do not have close relatives outside of Lower Fungom.

1.1.3 Sociolinguistic setting

The lects spoken in the five Mungbam villages, Munken, Biya, Ngun, Abar and

5 From the standpoint of

Missong, are all noticeably different from each other.
mutual intelligibility, Missong would likely be considered a separate language;
non-Missong linguistic consultants who did not attend grade school in Government
School Abar-Missong® claimed to be unable to understand Missong fully, and were
seen to converse with Missong people in Pidgin English.

The origins of the English names for the Mungbam villages are in some cases
very close to indigenous names for the village or its people, while in other cases
the relationship is not fully clear (see table 1.1). The name Za?, by which Biya is

referred in some older works, is apparently of Kung (a Central Ring language of

Lower Fungom, ISO 639-3 [kf1]) origin, and its use is dispreferred. Table 1.1 gives

4 And I don’t expect or intend it to be used for any other purpose.

5 Naive linguists have in the past been able to discover noticeable differences in vocabulary within
5-10 minutes of elicitation.

6 With reference to the map in figure 1.1, the school is along the road leading between Abar and
Missong, near the path branching off towards Munken.
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the indigenous names for each of the Mungbam villages as well as the associated
ethnonyms. My records do not contain an Abar word for Abar people, or an Ngun

word for Ngun people, so Munken and Abar words are substituted in these cases.

English Name Village name Ethnonym

Biya 2 bi-ja

Missong bi-&gun bi-d&un
Munken ntsan b3-ntsan

Abar iba ba-balo (MK)
Ngun nsun (b)i-gtin (AB)

Table 1.1: Local village names and ethnonyms. (MK)/(AB) indicates that the
autonym is not known, and so the word from Munken/Abar is substituted.

All of the Mungbam varieties are spoken within their respective villages by all
residents of all ages, and the language is being learned by children. Monolinguals,
however, are generally not found in Lower Fungom, since most people have some
familiarity with Pidgin English and may be capable of conversing in the other
languages spoken in nearby villages.

Contact between speakers of the five dialects is very frequent. A public pri-
mary school called Government School [GS] Abar-Missong is attended by mostly
children of Abar, Missong, and Munken, placing them in daily contact. GS Bati
enrolls many Biya and Ngun children. There are markets held every eight days in
Abar and also in Yemgeh. On two occasions when I visited Abar market, I met
people from all five villages. When visiting Yemgeh market, I met people from
Ngun, Biya and Munken. Each village has a day of rest locally called (in Pidgin)
‘Country Sunday’, and people often visit a neigboring village’s Country Sunday to
participate in the meetings of micro-savings and loan organizations (called Njangi
in Pidgin, Tantine in French), or to make merry with friends and family. As fig-
ure 1.1 shows, there are multiple footpaths connecting the five villages. Although

there is no proper footpath connecting Ngun and Munken, on a visit to Ngun I
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have seen Munken people passing through Ngun along an uncleared trail that leads
to Yemgeh.” Moving at a reasonable pace, one can travel from Biya to Ngun in
30 minutes, from Munken to Biya (climbing a steep hill) in about one hour, and
between Munken and either Missong or Abar in about one and a half hours. The
road from Abar to Missong, which is passable by motorcycle or (in fair weather)
by four-wheel drive pickup, can be travelled in about 45 minutes’ walking time.
While sociolinguistic studies concerned with Mungbam have not been under-
taken, ongoing research by Pierpaolo Di Carlo and collaborators® has concerned
the language ecology, history and traditions of Lower Fungom, and encompasses

several Mungbam varieties.

1.2 Previous research on Mungbam

There is very little previous published data on Mungbam in the linguistics or other
literature, and it will be possible to more or less exhaustively list all of the relevant
work here. Hombert (1980) includes a sketch of the noun class system of Missong,.
A SIL survey described in Hamm et al. (2002) includes a wordlist of 126 items
for Abar and Missong (though tone is not marked), and proposes Abar as the
reference dialect. Data collected between 2005 and 2008 by Jeff Good and Scott
Farrar, concerning mostly noun class systems and vowel ablaut in verb stems, has
been the subject of a handful of conference presentations (e.g. Farrar and Good
(2008); Good and Lovegren (2009)). Good et al. (2011), who first proposed the
label Mungbam (the group of dialects had previously been referred to as “Fon”
by the same group of scholars), include a basic outline of the phonological and

morphological sytems for each of the five Mungbam dialects. Di Carlo (2011)

7 The dashed footpaths in figure 1.1 tend to be cleared of brush somewhat regularly by labor
crews.
8 See, for example, Di Carlo (2011, 2012); Di Carlo and Pizziolo (2012); Di Carlo and Good
(2013).
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is an attempt at reconstructing the history of the settlement of Lower Fungom,
and discusses settlement patterns for all of the Mungbam-speaking villages. Good
(2012), a more theoretically-oriented work written in 2010, contains Mungbam
data.

An unpublished Master’s qualifying paper by the present author (Lovegren,
2011b) and a subsequent unpublished manuscript (Lovegren, 2011a) (originally
submitted as a journal article) deal with the phonetics of the vowel contrasts in
Mungbam. These works are superseded by the material to be presented in §3 of
this dissertation. Lovegren (2012a) is a short conference paper aimed at estab-
lishing the stem-initial syllable of Mungbam nouns and verbs as a fixed accentual
position. Lovegren (2012b) is another short conference paper concerned with the
question of whether tonal alternations on possessed nouns in Munken should be re-
garded as suppletive. Lovegren and Voll (2013), which was mostly written in early
2012 (and is not yet published at the time of writing), describes relative clause
constructions in Mungbam and Mundabli (a Yemne-Kimbi language of Lower Fun-

gom; ISO 639-3 [boel).

1.3 Field setting and data collection methods

Data were collected during two field trips to Cameroon: a six month trip during the
first half of 2010, and a one month trip during April-May 2012. Most interviews
were conducted in Wum? with Lower Fungom natives who were temporarily living
in Wum or were visiting Wum. During the 2010 trip I made several short trips to
Lower Fungom. The major purpose of these trips was to record texts which could
be analyzed with the assistance of my regular Wum-based consultants.

Linguistic data were collected in the form of texts and elicited data. Texts

9 Wum is a medium-sized town about 10 km southwest of Weh.
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cover a variety of genres, including traditional folktales, conversations, personal
histories, prayers and devotions, and ritual or official speeches. Roughly 60% of
time with consultants was spent in elicitation, and the remainder in transcribing
and translating texts. There is a sort of tension (cf. Evans 2008: 346-8) in the
community of documentary linguists between those who consider naturalistic texts
to be the only fully legitimate source of data for a grammar, and those who find
that certain information uncovered by elicitation will not be found in a text corpus
of any size.

My position is that example sentences drawn from naturally-occurring speech
are generally to be preferred. A close study of naturalistic data does, in my
experience, lead to a more nuanced picture of the overall grammatical patterns
in a new language. The value of elicited examples, however, becomes clear when
practical issues in the grammar-writing ecology are considered. I think that to test
hypotheses that are developed through an examination of texts, the only practical
way for a visiting field linguist with typical time constraints is to make extensive
use of structural elicitation. Evans (2008:347) points to the example of the use
of such phrases as ‘chief’s beetle’s kidney basket’ by Hyman (2007) as providing
evidence of the type which could not be encountered even in a corpus of infinite size
(2008: 347). Evans’ point seems hyperbolic. Fluent speakers of a language learn to
use their language through exposure to other speakers. If a native speaker is asked
to produce a sentence of the type he/she has never encountered before, and there
are two (or more) reasonable conjectures (based on analogy to similar construction
types) about what form the sentence should have, the consultant will not have any
better ideal® than the linguist about what the “correct” form is. Consider, for
example, the remarks by Hyman (1986: 121-2) on apparent minor differences in

the tonal phonology of two Ngamambo speakers, one of whom Hyman collaborated

10 A native speaker will, of course, express his /her conjecture with more confidence!
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with in Asongwed and Hyman (1976), and another interviewed about ten years
later, apparently from the same village.!? I don’t think, as is claimed in Evans
(2008), that elicitation can provide high quality data of the sort that a suitably
diverse and large corpus couldn’t. It’s just that elicitation is the only feasible way
for the average foreign linguist with the usual time constraints to get certain types
of data.

When suitably directed, elicitation is capable of providing an accurate picture
of most all the categorical phenomena in a language’s grammar, and they are
arrived at by a shortcut method. This aspect of elicitation is especially pertinent
in a work such as the present one, which is based on a relatively small amount
of field data, and which has as its aim a broadly-based description of an entire
language. Elicitation has, accordingly, been used to a considerable extent to clarify
patterns observed in texts.

One advantage of a heavily text-based approach to a language description is
the fact that elicited data is usually single purpose; that is, it is intended to provide
an illustration of exactly one grammatical phenomenon. Naturalistic data, on the
other hand, are more frequent than not multipurpose; because naturalistic exam-
ple sentences are more complicated, they usually serve to exemplify more than one
grammatical phenomenon. Because of their grammatical complexity, naturalistic
examples can be distracting to readers, and so an elicited sentence tends to be
the best way to clearly exemplify a particular type of structure to the audience
of linguists unfamiliar with the language of study. But because of their richness,
text examples are more valuable to the grammarian who is working under the

usual time constraints. In the present case, there was simply not enough time

I The 1976 speaker pronounced a phonemic M (mid) and 'M (lower-mid) tone differently after
a “linked” L (low) tone, but not the 1986 speaker. Hyman uses scare quotes in referring to the
variety of Ngamambo spoken by the second consultant as a « second “dialect” » (1986: 122).12

12 Hyman’s scare quotes might be a sort of reference to the “my dialect—your dialect—gambit”
of the early generative era (Bar Hillel, 1971: 403-4), which still enjoys occasional recrudescences.
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for detailed elicitation on every topic which has been discussed in this disserta-
tion. For quite a few phenomena, the generalization offered here occurred to me
after the end of my second (and last) fieldtrip. In these cases, I was able to find
evidence for or against a particular analysis because the text corpus of approxi-
mately 40,000 words, though relatively small compared to those underlying other
published grammars, was large and diverse enough.

Another issue which should be confronted before starting concerns the accuracy
of the transcriptions. Here might be a convenient place to collect a few quotations

from other scholars who have studied languages in the Cameroonian Grassfields:

e (On the languages of the “IJKOM” group) “There are numerous exotic nasal,
central, back unrounded, and front rounded vowels in addition to the more
normal peripheral vowels. The whole central vowel problem is most disquiet-
ing in view of the widely varying realizations of the same vowel by the same

informant.”

(On the Bamiléké languages) “This is probably one of the most problematic

regions of Africa from a phonetic standpoint.” (Richardson, 1957: 56, 62)

e “...the languages of the Mbam-Nkam linguistic unit have been much ne-
glected in the past. Where scholars have collected wordlists from these lan-
guages, they have been appalled at the phonetic complexity of the material.”
(Dunstan, 1971: 15)

e “Be sure to meet the biggest crisis of your career if you are not prepared
to fail constantly in the tonal analysis.” (J. Voorhoeve p.c. to K. Stallcup,

quoted in Hyman (2001: 31))

e “Cameroon is called the phonologist’s graveyard.” (Keith Beavon p.c., 2010)



1.3. FIELD SETTING AND DATA COLLECTION METHODS 11

Mungbam has, not surprisingly, posed quite a few difficulties as concerns the
analysis of the vowel system and the tonal system. Much of the text collection
was transcribed before I had fully worked out the details of the tonal morphology,
and so in many cases initial impressionistic transcriptions have been revised on
the basis of the recordings and knowledge of the tone which would be expected on
the basis of the analysis eventually worked out. The tonal contrast between the
irrealis perfective and realis imperfective forms of the set B verbs, for example, is
so subtle that I doubt it was ever correctly reflected in transcriptions from 2010.
After assuring myself of this difference in 2012, and revisiting some examples
recorded in 2010, I could be confident about amending the transcriptions made
in 2010. Likewise, the current picture of the actually occurring vowel contrasts
was not in something like its current form until 2011, after I had had time to
subject my recordings to a spectrographic analysis. Vowel transcriptions from
2010 have then in some cases had to be corrected, and inaccuracies are likely to
remain. While this is clearly not an ideal situation from either a documentary
perspective or a theoretical perspective (transcribing tones with input from what
the tones are supposed to be according to the account clearly prejudices against
finding inadequacies in that account), I imagine that if text transcription had been
delayed until such time as I had a clear picture of the tonal and vowel systems,
my text collection would have been drastically smaller, or actually nonexistent.
Working with a decent-sized corpus and the benefits it confers comes at the cost

of tolerating occasional inaccuracies where the transcription is concerned.

1.3.1 Linguistic consultants

The names of the people, speakers of Mungbam, who have contributed oral texts
or served as consultants for this dissertation are listed below. The aim of this short

section is to give an idea of the breadth of the data, but mostly to put in print (in



12 CHAPTER 1. LANGUAGE AND FIELD SETTING

a prominent location other than the acknowledgments, which no one reads) the
names of the people who offered their expertise in making this work possible.
Abar: Nchang Adeline, Ladji Mispa, Nchang Manassy, Mbong Charlotte, Kulo

Rene, Domo Emerencia, Domo Marie Ade;

Munken: Ishe Solomon', Ngong Belta, Esther Nungo, Kizita Simpe, Bong
Christian, Mbelebo William, Pawbeh Kelvin, Yo Philemon, Koma Delphine, Ageh
Ernestine, Mutcho Julie;

Biya: Kang Protus, Kang Egidius, Kang Gerald, Kang Nellis, Kang Ronat,
Njimbong Diboral, Ma Pius, Ndom Esther, Robert Bangabwe, Gabriel Banten,

Nda Solomon Kedi, Sama Tiroshia, Kang Moses;

Missong: Ncho Vayska Ndi, Nsa Kenji Celestine, Asoa Julius, Sangbo Glory,
Nang Emmanuel, Akanga Marcos, The Chief of Missong, Akpe Michael Ngu?,
Achintu Monica, Boniface, Ngom Christian, Njeh Martin, Francis Nga Iza, Mary
Kakom, Fani Kakom, Njakam Kosu, Nsu Marta, Ncho Susanne, Su Cletus, Bia
Nyam, Sa William Mbeh, Mang Ge Kam, Wan Peter Bung Kam, Andrew, Takeh
Wan Bo, Bo Makpa Amos;

Ngun: Akwe Thomas’, Abanga Christian, Njah Vincent, Akpong Makolé, The
Chief of Ngun;

A small subset of those named above worked with me in the majority of elici-
tation and transcription sessions in Wum. For the duration of the 2010 field trip,
Ngong Belta (Munken) and Kang Protus (Biya) worked an average of 3-5 two-hour
sessions per week; Nchang Adeline (Abar), Kizita Simpe (Munken), Sangbo Glory
(Missong), Esther Nungo (Munken), and Kang Nellis (Biya) were also frequent
contributors over spans of ~ 2 months each. Nearly all Ngun data was collected
in three ~ 12 hour “crash courses” with Abanga Christian, who was able to come

to Wum in two-day spans. During the short 2012 field trip, Nchang Manassy
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(Abar), Nchang Adeline (Abar), Kang Protus (Biya), Kang Ronat (Biya), Ncho
Ndi (Missong), Nsa Celestine (Missong), Ngong Belta (Munken), and Yo Philemon
(Munken) all worked an average of 4-5 two-hour sessions per week, almost always
on teams. Two short trips to Missong, and one to Abar yielded a good number of
texts from older storytellers, which were translated in Wum. Kang Protus proved
to be especially gifted as a linguist, and performed the invaluable service of help-
ing me to train new consultants in the art of making grammaticality judgments,

pronouncing words clearly in isolation, and reciting morphological paradigms.

1.4 Coverage of data presented

The idea for writing a grammatical description which covers five somewhat diver-
gent dialects as if they formed a single linguistic system came from my partici-
pation in a 2009 workshop at Hamburg University’s Asien-Afrika-Institut entitled
“Towards polylectal grammars of African languages,” organized by Mechtild Reh,
Roland Kieflling and colleagues.

A polylectal grammar is perhaps not so different from the normal type of
monograph-length reference grammar. Grammars which are not touted as “polylec-
tal” generally do go beyond what Wolff (2009) calls “strong monolectal” grammars,
those which document a single idiolect. Monolectal grammars generally are based
on input from more than one speaker, and the linguistic consultants come from
different backgrounds in terms of age, gender, socioeconomic status, and even di-
alect, but one of these consultants has the status of “principal informant.”*® These

are “weak monolectal” grammars in Wolff’s terms. What distinguishes a polylec-

13 cf. (tangentially) Pullum’s (1987:454) tongue-in-cheek remark:

... principal informant[,] which means that on the way to your informant’s hut you
were in the habit of saying good morning to one or two other villagers whom you
met along the way, and sometimes you took note of a phrase or two that they said,
if it seemed interesting.
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tal grammar is that it is a description based on the speech of several informants,
none of which has “principal” status. Though this does not necessarily mean that
the several informants must speak noticeably different linguistic varieties, such an
assumption is normally implied when the term is used. The proposed dissertation
will be a descriptive reference grammar based primarily on the speech of about ten
different consultants (those recognized above in §1.3.1), with other lesser contrib-
utors, representing five speech varieties which are, by both social and linguistic
criteria, palpably different.

It has been attempted to produce, insofar as possible, a grammatical descrip-
tion which is representative of all varieties of Mungbam. While in some cases it
has been possible to verify the generalizations made against data from all five di-
alects, or to present near-complete paradigms which show forms for each of the five
dialects, the more usual situation is that conclusions are drawn in the absence of
supporting data from at least one dialect. A difficulty in locating qualified Ngun
consultants in Wum, for example, has severely limited the amount of Ngun data
that could be presented. As an approximate heuristic, the ease of access to good
consultants, and the amount of data available, is ranked by dialect as in (1.1). In
cases where data from one or more dialects is missing from a table of forms, it is
for lack of complete data, and not a suggestion that the paradigm in question does

not apply to that dialect.

(1.1) Munken > Biya > Abar > Missong > Ngun

At this point it may be questioned whether, with the same time and resources
available, it might have been wiser to attempt instead a more comprehensive and
complete description of a single one of the varieties, so as to avoid the inevitable

coverage gaps entrained by a polylectal approach. In the present case, there are
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practical factors which made the polylectal approach desirable, and there are gen-
eral arguments to the effect that a polylectal approach may be more heuristically
fruitful.

One practical consideration favoring a polylectal approach concerns the avail-
ability of language consultants.!*  Since Mungbam speakers resident in Lower
Fungom are generally heavily occupied with farming or trading activities, it is
actually easier to find Mungbam consultants with flexible schedules in the nearby
provincial town of Wum (about 10km southwest of Weh, cf. figure 1.1). These
include high school students,'® who by training can sit patiently for two or more
hours at a time without becoming bored or idle. The Lower Fungom diaspora pop-
ulation in Wum is however not that large, and it was necessary to accept speakers
of any of the five Mungbam varieties if idle days were to be avoided.

The heuristic aspect of a polylectal approach is familiar to descriptive linguis-
tics, and endorsements are not difficult to find, e.g.:

Indeed T find it hard to do descriptive work on a language without
simultaneously considering what is or can be known about its history,
especially as concerns resemblances and differences with closely related

languages. . .

If at any time there is a lull in your work, or you can’t seem to find
what the interesting issues are, get the next dialect, then the next,

then the next. .. (Hyman, 2001: 22, 26)

In early stages of the data collection process I managed to solve many small
and some very vexing problems more easily by comparing similar constructions in

different varieties. This was especially the case in untangling pairs of grammatical

4 Wolff (2009) refers to a set of practical considerations, including consultant availability, in
producing grammars, as the “ecology of grammar production.”

15 As of 2012, there was no high school in Lower Fungom, and Lower Fungom students wishing
to gain an O- or A-level certificate would frequently study in Wum.
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particles which are homophonous in one dialect, but not in another. For example,
it was easier to work out the system of preverbal tense/mood particles, shown in
table 1.2 (=table 7.11) in several of the dialects simultaneously than it would have
been to attempt to work out the whole system by considering data from only one
dialect.

Initially, on the basis of Munken data, I assumed that there was no grammatical
conditional category separate from the hodial past (P1) in any dialect, since the
elicited if...then clauses came out with the same preverbal marker as elicited
hodial past clauses. This analysis was changed when I noted that, in Biya, the
particle in a conditional sentence had a different tone from that in a hodial past
sentence. A mistake made after my first session with a Missong consultant was
to assume that there was no distinction between hodial and pre-hodial (P2) past
tenses, as I did not catch the tonal difference in the preverbal particles at first.
After gathering a tense paradigm for Abar, which is the dialect most similar to

Missong, I decided to revisit the Missong paradigm and corrected it.

P3 | P2 P1 PO FUT COND

MK | le | le ie] o a ie]
MS | ka | ka ka o] a
BY | als | ald f8~f5 ¢ a 5
AB | ko | ko h4 o] a a
NG | le | le jist o] a &

Table 1.2: Summary of preverbal tense markers in all five dialects. Shaded cells in-
dicate missing data. In this and subsequent tables, MK=‘Munken’, MS=‘Missong’,
BY=‘Biya’, AB=‘Abar’, and NG=‘Ngun’.

A tactic which proved very useful was to have two consultants from different
dialects attend an elicitation session together, and when confronted with a difficult
sentence in one dialect, have it translated to the other dialect. Example (1.2) comes
from an Abar folk tale (top line). There are two words in the Abar version, the

class 9 definite determiner and the class 1 pronoun wi, which are not pronounced



1.5. FEATURES OF THIS DOCUMENT 17

separately (represented by non-segmental tones in the transcription), because they
assimilate with the vowel in the previous word. On first transcribing the line, I
simply assumed that no determiner was present after i-¢i ‘fowl’, and I mistook the
verb wu ‘ascend’ for a class 1 pronoun. Translating the story to Munken with the
help of two consultants, each of whom was familiar with both dialects (one being
dominant in Munken and one dominant in Abar) helped to correct the original
transcription, and eventually led to an early discovery that definite determiners

in Abar are phonologically reduced compared to those of the other four dialects

(cf. §6.3.3).
(1.2) po i ) 0 t0 baha wi
wo  i-g€ JE to tobe nu

then cL9-fowl CL9.DET (B)come.IPFV (a)peck (B)exit.IPFV (c)ascend.IPFV

wl
cLl
“...then the fowl was coming to peck him up...” (Abar/Munken)

In sum, because of the approach taken in collecting data for this dissertation
there is more data and less data: more data of potential use for for historical and
comparative purposes, and possibly more data overall; but various lacunae which
will be noted throughout in the form of empty, gray shaded cells in paradigms,

and lack of mention of whether a given generalization holds for all dialects.

1.5 Features of this document

In the PDF version of this dissertation, all cross-references to page numbers, ex-

ample numbers, section numbers,'® tables and figures are clickable. Most PDF

16 Cross-references to sections are written either as section 1.1.2 (at the beginning of a sen-
tence) or §1.1.2 (elsewhere), referring to the second subsection of the first section of chapter 1.
References to whole chapters are written as chapter 8 (at the beginning of a sentence) or §8
(elsewhere).
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readers have a function allowing one to go “back” after following a cross-reference.'”

Citations are clickable, and clicking will bring up the associated page of the ref-
erences section at the end of the document. Web links are also clickable, and will

open a web page in the default browser.

1.6 The presentation of examples

All consultants were fluent in Pidgin English, and most had been through an
English language grade school education. For the few consultants who were not
comfortable speaking standard English, elicitation was done entirely in Pidgin
English. For consultants who were comfortable using standard English, Pidgin was
still frequently deployed as a metalanguage, since there are numerous words and
constructions in Mungbam which have a very close correspondent in Pidgin, but
not in standard English. Accordingly, in the interest of transparently representing
the consultants’ intuitions about the meanings of Mungbam words, interlinear
glosses contain a number of Pidgin words, whose meaning is explained in a footnote
the first time it appears. Free translations are given in standard American English.
Certain species of plants and animals are only known to me by their Pidgin or
Cameroonian English names. When these appear in examples, the gloss will be in
Pidgin or Cameroonian English, and a footnote will indicate the scientific name
if it is known. Some words, such as fowl (chicken), cock (rooster), and groundnut
(peanut) are kept in Cameroonian English in the examples for their sentimental
value.

Pidgin words appear in glosses, and they occasionally also appear in the original
versions of texts. When a Pidgin or English word appears in an example sentence,

the word is spelled with standard English orthography, and italicized, as in (1.3).

17 For example, in Acrobat Reader™, one can press + to go back to resume reading at
the previously viewed page after following a cross-reference.
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(1.3)  G-continue  f{ a-joyo jwan because a ¢ we
1sG-continue (B)give CL12-thanks 2SG.DAT because DS (B)L.COP 2SG
a 1& kd-ji

28G (B)L.COP CL12-god
“I continue to give thanks to you because it is you who is God.” (Abar)

A useful proposal for avoiding the ambiguity between language-specific cate-
gories and typological prototypes, traceable to Comrie (1976: 10) and specifically
advocated for by Haspelmath (2010:674), is to designate the former with initial
capital letters. Though I agree with the spirit of the convention, I do not follow it
in the present work, simply because there are very few instances where I use word
class labels to refer to typological prototypes, so any gain in clarity would not
be significant enough to justify imposing an unfamiliar typographic convention on
the reader.

<

Elicited sentences are indicated by a ® symbol in the free translation, while

¢ symbol are drawn from texts. When a constituent is in

sentences lacking the
focus in Mungbam, the translation equivalent of the focused item is underlined in

the English free translation.

1.7 Organization of this dissertation

Chapter 2 concerns contrast in the sound system, and introduces the vowel and
consonant transcription symbols to be used. Chapter 3 discusses in more detail
the phonetic aspects of some close contrasts in the vowel system. Chapter 4 re-
sumes discussion of the sound system, focusing on phonological alternations. The

transcription system for tone is introduced in this chapter.'® Chapter 5 introduces

18 As will be seen, the system for describing and transcribing tone departs somewhat from normal
practice, but it has proven a reasonable modus vivendi in constructing the present description.
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the noun class system of Mungbam and its relationship to the noun class system
of Proto-Bantu. Chapter 6 concerns the structure of the noun phrase, cataloguing
the various types of words which modify head nouns, and discussing constituent
order within the noun phrase. Chapter 7 concerns verbal morphology, including
the marking of tense and aspect within the verbal complex. Chapter 8 describes
the use of serial verb constructions in Mungbam, cataloguing several of these con-
structions by their function. Chapter 9 presents word classes not properly part
of the noun or verb system, including postpositions and spatial and temporal de-
ictics. Chapter 10 is concerned with argument structure within the clause, and
outlines the semantic and formal properties of the different types of arguments
(i.e., subject, object, comitative, dative, locative, adjunct). Chapter 11 discusses
the information structure system, and how focus is expressed. Chapter 12 treats
the formation of relative clauses and clause-combining structures, including coor-
dination, subordination, and complementation. Chapter 13 deals with negation.
Chapter 14 deals with non-verbal predicates and copula verbs, and finally, chap-
ter 15 concerns the formation of questions. Two appendices include a sample text

(Appendix A) and a glossary of words appearing in the examples (Appendix B).



Chapter 2

Contrast

On my first fieldtrip to Cameroon, I met SIL linguist Keith Beavon in Yaoundé the
day after landing in the country. On hearing that my interest was in Phonology,
he informed me that Cameroon was known among SIL linguists as a “phonologist’s
graveyard,” so complex were the sound systems of Cameroonian languages. Not
surprisingly, Mungbam turned out to have a complicated phonological system.
There are three chapters dedicated to sounds, and the coverage does not exactly
fit the traditional divide between phonetics and phonology. The present chapter
deals with the linguistic phonetic aspects of Mungbam, or those properties of the
sound system which are responsible for supporting lexical contrast. Section 2.1
discusses the basis for treating stem-initial (or accented) and stem-internal posi-
tions as separate phonological subsystems. Once this groundwork has been laid,
contrasts in vowels (§2.2), consonants (§2.3), and tones (§2.4) are discussed. The
choice of orthographic symbols for the consonant and vowel systems are treated in
their respective sections, while a discussion of tone orthography is postponed for
chapter 4. This delay in the coverage of tonal orthography is due to the fact that

the system to be eventually presented cannot be fully justified without a consid-
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eration of the properly phonological tonal alternations found in the language.

Chapter 3 (which could be skipped without any important descriptive details
about the language being missed) considers the role of physical phonetic data in
deciding how a featural analysis of the vowels would be undertaken. Chapter 4
concerns syntagmatic sound alternations, but also contains substantial discussion
on tonal contrast.

One major methodological choice concerning phonology which has been taken
in this dissertation is that a language should be treated as having multiple phono-

logical systems.!

This means, for example, that no attempt is made to extend the
description of tonal patterns affecting noun stems to tonal patterns affecting verb
stems; or, to give another example, that there is no interest in deciding how the
reduced set of vowels in noun class prefixes maps onto the full set of vowels found

in noun and verb stems.? As such, the phoneme concept is not employed except in

an informal way, for the purpose of determining a convenient orthographic system.

2.1 The word-accentual system

The presence of a word-accentual system in Mungbam was first discussed in Love-
gren (2012a). Some observations presented in that paper will provide a useful
backdrop for discussing the contrasts present in the Mungbam sound system.
Nouns and verbs, the only open word classes in Mungbam, have similar phono-
logical shapes when certain key differences in their morphological behaviors are
factored out, and only the stem itself is considered. As for nouns, almost all must

bear a noun class prefix.> Although for some nouns there exists some variabil-

L Such a treatment in phonological theories is referred to by proponents of Firthian-style phonol-
ogy as polysystemicity. See, e.g., Sprigg (1972).

2 Of course, the choice of phonological subsystems is not fixed a priori. One would sensibly choose
them in such a way that the phonological generalizations described are as broad as possible.

3 Some nasal-initial class 1 nouns lack a prefix (cf. §5.4.1). Further exceptions are mentioned
in §5.
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ity with respect to the choice of prefix, there is no context where the noun class
prefix is optional. Other than the noun class prefix, nouns do not contain any
affixal morphology. As for verbs, they most frequently appear as stems without
any segmental affixes.* Derived nouns may be formed from verbs by addition of
the class 5 prefix i- to the verb stem. Aside from these differences, nouns and verbs
have more or less the same phonological shape. At the level of availability and
frequency of certain of the stem tones, though, additional differences are found

(cf. §§2.4,4.1.2.3).

(N)CV CCV
i-gi ‘cLb-candle sap’ i i-fwd  ‘CL5-measure’
u-n¢  ‘CLl-person’ 1-kja ‘CcL5-build foundation’
¢-1gd  ‘CL1-species’ u-kwe  ‘crl-female friend’
bu-tu ‘crLl4-day’ u-bju  ‘crl-farm’
G-m5  ‘CL3-neck’ a&-mji  ‘CLl12-thing’
CVN CCVN
i-jAm  ‘CL4a-name’ | a-ngjdy ‘cL12-story’
a-kéy ‘cL12-pan’ | Tljén ‘cL5-tell story’
i-tcan  ‘cLb-arm’ - -bjém ‘cL1-something’
i-sdy ‘cL4a-power’ 1-gjém ‘CL5-cure’

fi-né ‘CL6a-water’ | mi-mjdy ‘CL18a-ant type’

Table 2.1: Possible shapes of the stem-initial syllable in Munken nouns, including
deverbal nouns. Noun class prefixes are discussed in § 5.

A stem may have either one or two syllables. The attested stem-initial syllable
shapes are CV, CVC and CCVC, with only the glides w and j permitted as the
second consonant of an onset cluster (also y in Missong, Ngun and Abar), and
with only the nasal consonants m, n, and p permitted in coda position. Stem-
initial nasal+obstruent sequences are frequent in nouns, but in every case the nasal
syllabifies with the prefix rather than the stem-initial syllable. Nasal4-obstruent

sequences are not found stem-initially in verbs. Table 2.1 gives examples of the

4 As will be discussed in § 7, verbs do carry morphological tonal marking. In the terminology of
Mel’¢uk (1997: ch. 3), it could be said that all verbs require a tonal suprafix.
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four different possible shapes of stem-initial syllables for Munken.

As for non-initial stem syllables, their only licit shape is CV. Non-initial stem
syllables are also restricted with respect to the number of possible consonants,
vowels, and tones which they may host. There are fewer possible consonants in
non-initial stem syllables (see §2.3.3), and the vowel and tone of a non-initial stem
syllable can be entirely predicted. This is illustrated for vowels in Ngun nouns in
table 2.2. If the two vowels of a disyllabic stem are separated by phonetic h, the
second vowel must be a copy of the first. Otherwise, the second vowel must be o
in Abar, and o in the other dialects. A non-initial stem syllable can also be said,
in phonological parlance, to be unspecified for tone. All of the same tones are
available on both monosyllabic and disyllabic stems; the realization of the tone is
spread across both syllables when the stem is disyllabic. Non-initial syllables are
therefore not written with a tone diacritic, as the diacritic over the vowel in the

stem-initial syllable will be understood to represent the tone of the full stem.

DISYLLABIC STEM

Cz # /b/; Vo = [0/ Cy = /h/; Ve =V,

p-gulo ‘cL1-planting seed’ bi-gdha ‘CL8-bush pineapples’
fi-nage ‘cL19-needle’ u-néhe ‘CLl-male’

ké-tséfo ‘CL12-chameleon’ i-kwihi ‘CL5-to pound’
a-kwalo ‘cL1-frog’ G-kpsho ‘CL1-money’
k3-pkpdmo ‘CcL12-runt’ ké-tcoho ‘CcL12-corn basket’

Table 2.2: Contrasting vowels in Ngun nouns.

Because of these prominence assymetries between stem-initial and non-initial
stem syllables, and despite the lack of any clear phonetic correlate of accent in
Mungbam, stem-initial syllables were argued to be accented in Lovegren (2012a).
Although the idea was not explored in any detail in Lovegren (2012a), it will be
assumed here that to the extent that it is possible to recognize a metrical structure

in Mungbam, the basic unit of metrical analysis is the trochaic foot. Reference
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will be made in this dissertation to stem-initial vs. stem-internal (i.e., the second
in a disyllabic stem) syllables, and occasionally, to foot-intial vs. foot-internal
segments (in cases where a monosyllabic noun or verb stem is thought to belong

to the same metrical constituent as a following grammatical word).

2.2 Vowels

Now since the consonants can
make no speech or sound by
themselves, not even so much that
they can be named without a
vowel, while every vowel can be
pronounced alone just as it is
named and just as it is spoken in
every context, and since the vowels
thus carry off the honors over the
consonants, just as the almighty
does over the halfmighty, therefore
I have placed them first both in
the alphabet and in my discussion
here.

Anonymous, c¢. 1150; tr. Haugen,
1950

In this section, the transcription system used for vowels is presented (§2.2.1),
some impressionistic notes on the vowel qualities involved are made (§2.2.2), and
examples are given illustrating the vowel contrasts (§2.2.3). Chapter 3 treats in
more detail the question of how to characterize the contrast between certain pairs

of vowels.

2.2.1 The orthographic system for vowels

There are different considerations which could be taken into account in deciding

how to write the vowels of a language for an audience of phonologists. The list
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that follows is intended as a list of implicit guidelines which seem to be followed

in practice by linguists, if not actually made explicit.

(0) Symbols should not be used in such a way that different-sounding words are

written in the same way.

(1) A set of symbols should be selected which can be used for all of the di-

alects/languages under study.

(2) A particular symbol should have approximately the same phonetic value
when it is used for different dialects/languages, though some latitude is al-

lowed if it permits the writing of cognate words in the same way.

(3) A particular symbol should have approximately the same phonetic value as

the cardinal vowel associated with it.

(4) There should be phonetic and phonological evidence for the featural de-
composition normally associated with a given vowel symbol. e.g., if both /i/
and /1/ are used, there should be evidence for regarding /1/ as being both [+HIGH |

and [-ATR].

(5) Typographic traditions should be respected, such that a five-vowel system
should use the symbols /aeiou/, six- and seven-vowel systems should be
written using /e/ and /o/ in addition to the five Latin letters, and the
symbols /1/ and /u/ should be reserved for systems having more than seven

peripheral vowels.®

Not surprisingly, it is difficult to satisfy all of these criteria simultaneously in

the present work. In deciding which criteria to transgress, I first of all assume (0) to

5 Or [~EXPANDED], or [-TENSE], according to the prevailing tradition.

6 This convention applies to languages where all the vowels are peripheral vowels. One popular
convention for writing central vowels is to write the central vowel as /o/ if there is only one, and
introduce the symbol /i/ if there are two.
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be inviolable. Although in earlier works I have done differently, in this dissertation
It seems fit to me to abide mostly by (5), recognizing the arbitrary association
between a sound and its representation with a conventionalized symbol.

The problem with satisfying the other criteria can be understood by compar-
ing front vowels” for Abar and Munken with the cardinal vowels.®  Let’s call
the Abar vowels ai,as,as,as, and the Munken vowels mq,ma, ms (a lower num-
ber corresponds to a higher vowel). and designate the cardinal front vowels by
their familiar symbols 4,1, e, e. If we match the sets of vowels according to their
pronunciations, we note that a; and m; both sound quite similar, and both have
a pronunciation similar to cardinal 7. Additionally, a4 sounds quite close to car-
dinal e. Cardinal e sounds similar to ms. Cardinal 1 does not sound quite similar
to any of the other Abar or Munken sounds: as sounds like cardinal 7, only a bit
lower; ag sounds at about the same height as cardinal e, but is more lax, as does

mgs. These impressionistic observations are schematized in table 2.3.

A M C
aj ma 1
az
1
mo e
as ms
aq 134

Table 2.3: Impressionistic comparison of Abar and Munken front vowels with
Cardinal front vowels.

These impressionistic observations are more or less confirmed by plotting of

the vowels in normalized F1xF2 space (figure 2.1). Data come from one speaker

7Tt will be assumed that the discussion on front vowels would relate equally well to back vowels,
since the main points of difficulty which arise for front vowels are also present for the back vowels.
8 Not having been properly trained in cardinal vowels, I use here an approximation, where cardi-
nal i, e, and € are understood to have qualities as they have in Parisian French (see Collins and
Mees (1999: 179-80) on why this would be a reasonable approximation), and @ is understood to
have the quality it has in RP English.
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each for each of the five dialects, and are based on 12—14 repetitions of a word

containing each of the vowels shown as a stem vowel.

1 1 1
Missong Ngun

n Abar Biya Munken
-2 1 0 i oi i
! ul e o u u
1 eul £ % 0 0 Qo
0 - e _ €0 i
€0 @ O o 3 0>

zF2

Figure 2.1: Vowels in normalized F1xF2 space, with ellipses centered at mean
values, having semi-axes of length equal to one standard deviation as measured
along the axis. Ellipses rotated to minimize area enclosed. Originally presented
in Good et al. (2011: 117) without ellipses. The axis labels zF'1 and zF2 should be
read ‘normalized F1/F2’.

In solving the problem of which transcription symbols to use for the vowels,
several possible solutions can be entertained. The first would be to follow the
principle that the vowel symbols should be selected on the basis of their proximity

to a cardinal vowel symbol. But this strategy creates a dilemma, since a; and
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as are both closer to Cardinal ¢ than they are to any other Cardinal vowel, and
likewise msy and mg are both closer to Cardinal e than they are to any other
Cardinal vowel. Since we cannot violate the contrast principle (number 0 in the
list) under any circumstances, this strategy is not viable.

The second solution would be to choose the symbols in a way that reflects the
correct featural analysis of the vowel system, according to some pre-selected feature

9 As can be verified from looking at figure 2.1, it is not clear whether

system.
the vowels should be treated as reflecting a purely height-based distinction, or a
height-based distinction which is crosscut by a feature corresponding to laxness or
pharyngeal expansion (call it [ATR]). Furthermore, there are not any phonological
processes involving vowels (viz., vowel harmony) which might be considered in
supporting one type of feature system over the other. In both Abar and Munken
there are pairs of vowels which are very close together in terms of their mean
F1 values. The approach I took in Lovegren (2011a) was to use the fact that
there exist pairs of vowels most likely not contrasted in terms of F1 to argue for
a mixed height- and [ATR]-based featural analysis of the vowel system of Abar
and Missong. Vowel symbols were then selected based on the usual IPA symbol
corresponding to a particular feature combination: Abar vowels were transcribed,
in order of decreasing height, as i, e, 1, &, and Munken vowels (in a purely height-
based system) were transcribed i, e, e. Missong, which has a set of front vowels
which sound very similar to the Munken front vowels, was deemed to have i, e, 1,
since the last two were found to not differ by a statistically significant amount in
terms of their mean F1 measurement.

A final solution, which is the one adopted presently, is to start from the as-

sumption that the choice of transcription symbols should be governed as much by

9 For example, one which is based only on physical phonetic properties capable of supporting
lexical contrasts, such as Ladefoged (2007), or any of the various proposals attempting to also
use phonological alternations as evidence for features, such as Clements and Hume (1995); Hall
(2007).
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convention as it is by reason. Someone who is interested to know more about the
sound value of a graphic symbol can read this chapter to find out more. Otherwise,
the only important consideration is that the symbols be familiar to readers and
that they be distinctive on the printed page. The approach which I wish to take
in this dissertation is to simply use the symbols which are most typographically
customary, i, e, £, and only use 1 when there is a fourth front vowel in the system
(as in Ngun, Biya and Abar), because it is easily confused with 7. Similarly, for
back vowels, the customary symbols u, o, o are used for the first three back vowels,
and v is used only when a fourth back vowel exists, as is the case for Ngun and

Abar.

2.2.2 Phonetic values of the vowel transcription symbols

Table 2.4 gives the transcription symbols which will be used to transcribe the
vowels in this dissertation. These symbols approximately reflect vowel qualities
referred to by the corresponding IPA symbols. As noted above, the correspondence
between the vowels and the usual sound value of the corresponding IPA symbol

10 g6 it will be useful here to describe how the vowels

is not exact in some cases,
sound impressionistically. A more precise discussion of the qualities of the front

vowels, supplementing the remarks made above, is found in chapter 3.

1 1 u
e o
1 9 U
€ 2
a

Table 2.4: Vowel transcription symbols.

The symbol i is used to represent a high front vowel which is frequently realized

10What it would mean for a language to have a vowel e, for example, that sounded just like IPA
e, is in any case unknown. The IPA vowel symbols are not presently defined by stable reference
values in the way that commonly-used units of weight and measure are.
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with frication. In noun class prefixes (classes 4, 5, 7, 8, 9, and 10), where only
the point vowels 4, u, and a are found, in addition to o, 7 is not as high as i
as a stem vowel. The symbol u is used to represent a high back rounded vowel,
also frequently realized with frication. As with ¢, it is used to transcribe noun
class prefixes (classes 1, 3, 14, and 18a), where it is not as high as the u used to
transcribe a stem vowel. Since the number of vowels appearing in prefixes is quite
limited, I have no basis for arguing that prefix ¢ and u are in some sense ‘the same’
as stem ¢ and wu.

The symbol e is used to transcribe a front vowel which, in Biya, Abar and Ngun,
is quite high and could be mistaken for ¢ by a naive English-speaking linguist. In
Munken and Missong, e is not as high, and sounds rather similar to (Parisian)
French /e/. The symbol o is used to refer to a back rounded vowel which is not
realized with frication. It is a bit higher than French o. In Biya, it has a “flat” (or
“hollow”) quality and sounds similar, though higher, than Abar v. The symbol 1
is used to transcribe a front vowel which is at the same or a slightly lower height
than e, but sounds more flat. It is found in Ngun, Biya and Abar. In the latter
two dialects there is considerable difficulty in distinguishing e and 1, though I felt
confident of being able to distinguish them by the start of my second field trip.
The symbol v is used to transcribe a back round vowel which is at the same height
or slightly lower than o. It has a flat quality which is especially pronounced in
Ngun, but more subtle in Abar.

The symbol € is used to transcribe a front vowel which is lower than e. In
Ngun, Abar and Biya, it is quite low, while in Munken and Missong it is very near
to e in height. Munken and Missong & sounds more similar to 1 in Abar, Biya and
Ngun than to € in those dialects, and it might well have been transcribed as 1 if a
more phonetically-oriented orthography had been opted for. Biya ¢ is realized as

a diphthong [ea] in open syllables, and as a monophthong in closed syllables. In
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Munken, € is raised in closed syllables, where it has a quality close to (Southern)
American English /1/. The symbol o is used to transcribe a mid-low back round
vowel. It is present as a stem vowel in all dialects save Abar, where it appears
only as a neutral vowel in function words and stem-internal syllables.

A phonetic diphthong is found in Missong stems which is transcribed oa (and
would be transcribed the same way in IPA). This sound almost always corresponds
to an in the other dialects, when cognates are available for comparison.

The symbol « is used to transcribe a low central vowel, which may be either
long or short. When it is contrastively long (in Abar; see §4.2.1.2), it is written
with the double symbol aa. Interestingly, this vowel is not found in Biya stems,
except in some putative loan words. The symbol o is used to transcribe a central
vowel which is normally found only in closed syllables, except in Biya and Missong,
where it can serve as a stem vowel in CV stems. Finally, the symbol i is used to
describe a high mid vowel which is extra short, and found mostly in reduplicant
syllables. It is also attested in CVN verb and noun stems in Abar, where it usually

corresponds to o in Munken cognates.

2.2.3 A demonstration of the vowel contrasts

Sets of words demonstrating the basic vowel contrasts present for each dialect
are given in table 2.5. The focus is on vowels which can appear in open accented
syllables. Vowels which are found only in closed syllables and nonaccented syllables
are those shown in the shaded cells of table 2.5. A careful investigation into the
vowels which may appear in closed syllables has not been made, though some

remarks on this topic are found in §4.2.1.1.
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ABAR
i-df ‘cL5-bush candle’!! -t ‘to enthrone’
i-liy  ‘to look (for)’
i-dé  ‘cL5-bean (sg.)’ 1-t6 ‘to carry water’
i-di{  ‘cL5-chin’ i-t6 ‘to show’
il¢  ‘they (crLl10) cop...’ i-fslo  ‘to work’
i-ka  ‘to ask for repayment’  i-tapy ‘to count’

MUNKEN

i-bi  ‘cL10-dogs’ i-bti ‘CL10-chimpanzees’
i-bé€  ‘cLl10-goats’ i-wo ‘to hear’
i-b¢  ‘cL5-palm nut’ a-b3 ‘cL12-palm cone’
a-ba  ‘cLl2-palm frond type’ 1i-sele  ‘to string up’

Brva
i-df ‘cL5-bush candle’ i-bii ‘CL10-chimpanzees’
i-dé  ‘cL5-bean (sg.)’ -b6 ‘cL5-palm nut’
i-di ‘to talk’ ké-b3  ‘cr12-palm cone’
i-dé¢  ‘cL5-beard’ t-s4'2  ‘cL3-lawsuit’
i-tsd  ‘to tie’

NGUN
i-df ‘cL5-candle sap’ ko-siu  ‘crl12-soap’
i-dé  ‘cL5-bean’ 4s6 ‘my brother’
i-di{  ‘cL5-beard’ 1-kpt  ‘cL5-thyroid’
-sén  ‘CLb5-tree type’ a-s3 ‘cL1-lawsuit’
i-sdy  ‘CL5-power’ a-ba ‘CcL3-palm frond’

MISSONG
&I ‘steall’ du ‘warm!’
tce fry!’ tco ‘beat!’
ke ‘pick up!’ &o ‘travel!’
©d ‘look!’ ca ‘insult!’
tcoa ‘tiel’

Table 2.5: Vowels appearing in Mungbam verb and noun stems. Shaded cells indi-
cate vowels which are not found in stem-initial open syllables. Short a is restricted
to closed syllables in Abar. Abar o is found only in stem-internal syllables. Except
in Missong and Biya, stem o is found only in closed and stem-internal syllables.

1 Flammable resin from the bark of Canarium schweinfurthii.

12 The corresponding word in Abar is 4-séko. I hypothesize that the word was originally borrowed
from English case, then reanalized as having a class 12 prefix, ka-sV, whence the apparent
historical determiner ko appended in Abar. Monosyllabic stems with vowel a are otherwise
unattested in Biya.
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2.3 Consonants

In this section the contrasting consonants are presented. The familiar PLACE OF
ARTICULATION X MANNER OF ARTICULATION table showing all consonants will
be found at the end of §2.3.1, which explains the choice of using an IPA-based'?
orthography rather than one based on the General Alphabet of Cameroon Lan-
guages. Consonant contrasts are discussed separately depending on their position
within the stem, with three distinct positions recognized: stem-initial position
(§2.3.2), stem-internal position (§2.3.3), and coda position (§2.3.4). Variability
in the phonetic properties of the consonants does not nearly approach that seen for

vowels, and so the consonant system is presented in a unified way for all dialects.

2.3.1 Orthographic conventions

The consonant orthography uses IPA symbols. Although the use of IPA characters
in consonant orthography would normally not seem controversial, I defend it here
since there are other possible choices.

The orthographic convention used in Good et al. (2011), is one partially based
on the standard for writing Cameroonian langauges established by the General
Alphabet of Cameroon Languages (Tadadjeu and Sadembouo, 1979). Good et al.
(2011) were not able to follow the standard entirely. For example, the standard was
found impractical for transcribing vowel quality, tone, or vowel nasalization, and
so IPA standards were retained in these areas. The sound corresponding to IPA
7 was also transcribed using IPA orthography rather than Tadadjeu and Sadem-
bouo’s (1979: 7) symbol @, which Tadadjeu and Sadembouo admitted should “only
be tolerated as a temporary measure” due to its violation of the principle con-

cerning diacritics (Good et al., 2011:111). An anonymous reviewer for Africana

13 As one committee member has pointed out, the transcription of labial velar stops without a
ligature is not fully compliant with IPA recommendations.
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Linguistica disputed the orthographic convention used in Good et al. (2011), com-

menting thus:

Regarding their presentation of data and examples, the authors have
adopted an orthographic representation (e.g. using ‘sh’ for [, ¢), and
opted not to standardize their transcription conventions across lan-
guages. This should be changed. I strongly urge that IPA conventions
be followed, and that a standard system be used across languages.
This will not only permit greater ease of comparison, but it is espe-
cially important given that most of the data presented here is all that
is available for these languages and so should be as detailed and as

accurate as possible.

Good et al. argued that the non-IPA-based orthography should be used, since
they wished to make their work more accessible to Cameroonian linguists (and non-
linguists), pointing out that the alphabet proposed in Tadadjeu and Sadembouo
(1979) was in general currency in Cameroonian linguistics departments, and that
Cameroonian co-authors indicated that they preferred to use the General Alphabet
of Cameroon Languages rather than a strictly IPA-based orthography. The main
point where the General Alphabet of Cameroonian Languages differs from IPA
(as concerns the writing of Mungbam) is in five consonant symbols: sh is used
rather than TPA ¢, ¢ is used rather than ftg, j is used rather than &, ny is used
rather than p, and y is used rather than j. These differences should not be all
that consequential, but have in the past proved to be the major point of conflict

between IPA and other transcription systems, as the following anecdote suggests:

In America phonetic notation has had a curious history. Bloomfield

used IPA notation in his early book An Introduction to the Study of
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Language, 1914, and in the English edition of his more famous Lan-
guage, 1935. But since then, a strange hostility has been shown by
many American linguists to IPA notation, especially to certain of its

symbols.

An interesting and significant story was once told by Carl Voegelin
during a symposium held in New York in 1952 on the present state
of anthropology. He told how, at the beginning of the 1930s, he was
being taught phonetics by, as he put it, a “pleasant Dane”, who made
him use the IPA symbol for sh in ship, among others. Some while later
he used those symbols in some work on an American Indian language
he had done for Sapir. When Sapir saw the work he “simply blew
up”, Voegelin said, and demanded that in future Voegelin should use
‘s wedge’ (as § was called), instead of the IPA symbol. (Abercrombie,
1991: 44-5)

In this work, I adhere as closely as possible to IPA symbols for transcription.
Though I would like to respect the wishes of Cameroonian linguists, all of my field
notes use IPA transcriptions, and I fear some errors would be introduced in the
typing of examples if I had to remember to convert some of the consonant symbols
to a script that I have never become familiar with using.*

This being said, the symbols used for writing consonants are given in table 2.6.
All consonants are found in stem-initial position except for x and h. The conso-
nant z is found only in stem-internal position, and only in the Abar dialect (e.g.,
jozo ‘(c)run’). The consonant h is found in all dialects, where it can only be the

onset of a stem-internal syllable. The consonant p is found only in Munken, Mis-

147 first learned to read and write in phonetic notation by studying the pronunciation keys
appearing in a French dictionary, which made strict use of the IPA.
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song and Abar, and there in only a single stem, pi ‘(s)die’.!®

The consonant 1 is
found in noun or verb stems in Abar (e.g., tyop ‘(c)travel’), Missong, and Ngun,
where it is restricted to stop+glide clusters in complex stem-initial syllables. In

addition to x and h, all of the consonants in shaded cells in table 2.6 may appear

as the onsets of stem-internal syllables.

Labial Dental Alveolo- Palatal Velar Labial- Glottal

Palatal Velar
Plosives {(p) ib t d k ¢ kp gb
Fricatives f S ¢ X
Affricates s & ot & 000
Nasals m n n )
Liquids 1
Glides U w

Table 2.6: Mungbam consonants. Grey shaded cells indicate consonants that
may appear in both stem-initial and stem-internal syllables. Cells enclosed by
dashed lines indicate consonants with restricted distribution. Parentheses around
p indicate its highly restricted distribution, as signaled above.

2.3.2 Stem-initial position

As noted in §2.1, the number of distinct possible consonants is highest in stem-
initial position. Table 2.7 gives examples of verbs in Munken containing each of the
possible stem-initial consonants. There are no differences in terms of consonant
distribution between nouns and verbs.

As was noted above, p is found in only one word. The labial velar stops kp
and gb are not found before high vowels ¢ and u. The hissing sibilant fricatives
and affricates s, z, ts and dz are not found before 7. The velar stops k and g are

found before i or j in Munken, but not in any other dialect.'¢

15 The correspondent in Biya and Ngun is kpe. Of course, nouns and adjectives derived from this
stem would contain p as well.

16 Words in other dialects corresponding to Munken gi or ki tend to have di and ti (Abar, Biya,
Ngun), or &i and tei (Missong).
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pi  ‘()die’ bi  ‘(¢)give birth’
to ‘(B)carry water’ di  ‘(a)cry’
ki ‘(B)spit’ gi  ‘(c)be plentiful’
kpo ‘(B)chop’ gba ‘(a)cut’
fu ‘(arot’ se  ‘(a)descend’
cu ‘(B)scrape’
tse  ‘(B)tie’ dze  ‘(a)tether’
tce  ‘(B)contribute’ &a ‘(a)steal’
wo  ‘(B)hear’ jo ‘(a)entertain’
le ‘(a)make’
na ‘(a)announce’ ne  ‘(a)stay’
ma  ‘(a)rain’ pa ‘(B)separate’

Table 2.7: Stem-initial consonants in Munken verbs.

Plosive+glide sequences are possible with glide consonants j and w, subject to

the restrictions summarized in table 2.8.

b t d k g kp gb
j i v -MK,-MS (MK), (MS) &<MK <MK X X
wiv X X v X X X

Table 2.8: Restrictions on the formation of plosive+glide sequences. v indicates
that the sequence is found in all dialects. X indicates that the sequence is not
found in any dialect. —MK indicates that the sequence is not found in Munken.
(MS) means that the sequence is found with restricted distribution in Missong.
<MK means that the sequence is found only in Munken.

The labial-velar stops kp and gb do not combine with glides. Sequences formed
with w are limited to the plosives k& and b The root meaning ‘waist’, for example,
has in all dialects stem-intial bw, as in Missong ki-bwa; and the verb meaning
‘shout at’ is from set A and has segmental form kwan in all dialects. The sequence
bj is also found in all dialects. As an example, the verb meaning ‘go hunting’ is
from set B and has segmental form bjam in all dialects except for Missong, where
the same root appears in a noun stem meaning ‘hunting’. As for kj, gj, &j, and
dj, a general pattern is present which pits Munken against the other four dialects.

For the majority of words examined where cognates are available, a kj or gj in
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Munken corresponds to ¢j or dj in Abar, Biya and Ngun. Munken kj has varying
correspondents in Missong,!” and ¢ is most frequently attested as a Missong
correspondent of Munken gj. Consequently, #j is not found in Missong or Munken,
and kj and gj are. The sequence dj is very infrequent in Munken and Missong,
though it is found in the Munken word for Mundabli, nndjan (cf. Missong ndan),
and in the Missong word for ‘beard’, #-djé¢ (same stem, but with unpalatalized d

in all other dialects).

MK BY AB MS NG

ci-pkjdy frntjay ¢-ntjay fi-ndgay fi-ntjay  ‘tree branch’
Dgjd ndjd ndjo ndza ndjd ‘throat’

tsé kju tst tsa kju (B)‘finish’

Table 2.9: Typical correspondences for Munken words with stem-initial gj and kj
(first two rows). One aberrant lexical item (third row).

2.3.3 Stem-internal position

The consonants which can appear as the onsets of stem-internal syllables are b, h,
£, s, m, n, n. Stem-internal z is additionally found in Abar. Examples are given in

table 2.10.

a-kwObo  ‘CL12-virgin forest’
4-cdha  ‘cL12-bush pineapple’
a-t5fo  ‘cL3-intelligence’
d-pgdmo  ‘CL12-plantain’
i-méne  ‘CL5-mosquito’
d-wdso  ‘CL3-fire’

Table 2.10: Intervocalic stem-internal consonants in Munken.

Munken p is not attested intervocalically within noun stems, except in pos-

sessed nouns (q.v. §4.1.2.1.4) and nouns of class 13, which are formed with a

17 Actual attested correspondents are ¢, ts, & and fc. t¢ would seem to be the “canonical” rep-
resentative, by comparison with gj ~ ¢&. The canonical correspondence is found in the word for
‘cap’ (Munken a-pkjap, Missong i-tcam; though one could raise questions about the cognacy of
this pair).
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circumfix. Such contexts are shown in examples (2.1)—(2.2) (unpossessed ‘trum-
pets’ in Munken is b3-peap).
(2.1) bd-nedyo bg be

CL2-trumpet CL2.POSS CL2.DET
“...their trumpets...” (Munken)

(2.2) u-kpé ki-nog-o
CL3-house cL13-iron-CL13
‘prison (lit. iron house)’ (Munken)

Munken stem-internal s has an uncertain status. For most of my consultants, it
is not found in citation forms of verbs or nouns (One exception is ntconso'®). One
consultant, who I worked with in 2010, produced stem-internal s in a large number
of words in citation form for which other consultants produced h. When asked
about the differences, everyone agreed that both forms were correct, though the
s-prone speaker said that h was a recent innovation, and the one h-prone speaker
said that s was a corruption of the language introduced by contact with Biya
speakers. In any case, both h and s are found to alternate in texts. Complicating
the picture further is that h may also alternate with f. This issue is discussed
further in §4.3.2.

In Biya, both s and 5 are well-attested in stem-internal position. Examples

containing the possible Biya stem-internal consonants are given in table 2.11.

lobo ‘(a)swallow’ namo ‘(a)crawl’

waha ‘(a)buy’ mano  ‘(c¢)doubt’
nofo  ‘(a)uproot’ moyo  ‘(c)get angry’
toso  ‘(a)burn’

Table 2.11: Intervocalic stem-internal consonants in Biya.

18 When cooking is done in a firewood kitchen, and a large cauldron is used to prepare fufu corn
(which resembles semi-firm polenta) three large stones are placed around the fire for the pot to
rest on. Another inner ring of three smaller stones further stabilizes the pot. This inner ring of
stones is called ntgonse in Munken.
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2.3.4 Coda position

The only consonants which may appear in coda position are the nasals m, n and
1. The palatal nasal pn is not found outside of stem-initial position. There are no
differences between the dialects concerning the licit coda consonants. Table 2.12

shows a minimal triplet for the three coda consonants.

bam ‘(B)beat’
ban  ‘(B)shine’
bay ‘(B)lock’

Table 2.12: Possible coda consonants (Abar).

2.4 Tones

Tonal contrasts are employed in different ways for nouns and verbs. In nouns,
tonal contrasts are predominantly lexical: nouns may have one of eleven different
stem tones (though not all eleven are attested in all dialects; see §2.4.2), all of
which which may be assigned to a noun with either monosyllabic or disyllabic
stem.!? The tone of noun class prefixes is mostly fixed by the stem tone, but
noun class prefixes appear to have a small contrastive potential (cf. §5.3). In
verbs, tonal contrasts are both lexical and morphological: all verbs belong to one
of three lexical tone classes, and a given verb will have different possible tones,

according to its tone class, when inflected.

2.4.1 Verb tones

The Mungbam dialects each have three lexical classes of verbs, called A, B, and

C. Tone on a verb serves to mark inflection, so the potential of verbs to contrast

191t would not be surprising, however, to learn that differences in the distribution of tones could
be traced to historical differences in the number of syllables.
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tonally depends on the inflectional category chosen, such that the category afford-
ing the maximum number of contrasts (realis perfective) permits three types of
verbs to be distinguished based on their tone. The only lexical information which
I consider to be associated with verbal tones is the correspondence between tones
associated with different morphological categories. This means, for example, that
for a verb having an ML tone in its irrealis form, its lexical entry should specify
that it must have an HL tone in its imperfective realis form. No particularly strong
evidence exists for treating any of the morphological categories expressed by tone
as the primary one, so verbs are considered to belong to abstract, ‘substance-free’
lexical tonal categories, and they are not assigned underlying tones.

When all inflectional categories are considered, there are six possible tones
which can occur on non-reduplicated verb stems. The same distinctions are present
in all dialects, with only very minor differences in the phonetic realization of the
tones. The possible verb tones are presented in table 2.13 for Abar (see §4.1.1 on

the parallel use of tonal diacritics and ‘tone letters’ such as H*).

Realis Irrealis gloss
wi (L7)  wt (L*)  ‘(a)grind’

wii (S) wi (ML)  ‘(B)wash’
wi (HL) wua (H*) ‘(B)wash.IPFV’
wit (HL) wa (H*) ‘(c)ascend’

Table 2.13: Tonal contrast on verbs in realis and irrealis forms (Abar). The use
of the letters accompanying the transcriptions is explained in §4.1.1.

Verbs of class A and C have only two possible tones when only non-reduplicated
forms are considered. Verbs of class B have different tones depending on whether a
perfective or imperfective stem is present (cf. § 7.2). Tones for class B imperfective
stem verbs are identical to tones for class C verbs.

The tone on irrealis set A verbs may be realized as a mid level tone, rather

than as a low rising tone. When this possibility is considered, it can be seen
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that the verbal system displays four distinct possible level tones. Four tone levels
are also necessary to characterize all tonal contrasts on nouns, as will be seen
in §2.4.2. There are certain narrow contexts where five tone levels are necessary
to characterize all tone contrasts, but the phonological analysis to be presented
in §4.1.2 can be considered as being based on only four tones. Lovegren (2012b)
sketched an analysis for a fragment of the phonology which made use of only
two underlying tones, along with a complicated set of autosegmental association
rules and key lowering/raising rules implemented in the optimality theory (OT)

formalism.? No such exercise is attempted in this dissertation.

2.4.2 Noun tones

Noun stems contrast a greater number of surface tonal patterns than verb stems do.
Nouns generally do not have morphological tonal alternations,?! but are subject
to syntagmatic tonal alternations in certain contexts (cf. §4.1.2).

If the tone of the noun class prefix and the tone of the noun stem are taken
together as a “melody”, some interesting observations can be made about the
relative frequencies of the different melodies. In a 282-word list of Munken nouns,
six of the twelve possible tonal patterns appeared on ~ 85% of the nouns, while the
other six patterns represented ~ 15% of the nouns, with two tone patterns found
on only two nouns each. This uneven distribution motivates a division of of tonal
22

melodies into ‘major’ and ‘minor’ sequences.

Table 2.14 gives examples for each of the eleven possible tone patterns found on

20 The OT literature is of high quantity, and I do not pretend to follow it; a more or less
representative work is Prince and Smolensky (2002), though one would have to consult Lovegren
(2012b) directly to determine exactly which version of OT was employed in that work. As key
lowering /raising has been mentioned, it will be noted here that downstep (key lowering over the
course of an intonational phrase) has not been found in Mungbam.

21 Some nouns, mostly in class pairing 9/10, have a different stem tone depending on whether
they bear a singular or plural noun class prefix.

22 Though the exact patterns treated as ‘major’ may show a small amount of variation between
dialects. Munken, for example, has L-M~ as a major sequence and L-L~ as a minor sequence.
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MAJOR SEQUENCES

L-L~ M-ML H-HL
i-&i ‘CL9-porcupine’ U-w& ‘CL3-moon’ d-gbé ‘CL3-rope’
i-ji ‘CL5-bush pepper’ t-tsum ‘CL3-cooking pot” 1-¢i  ‘CL1-knife’
fi-mbwaha ‘cL19-lizard type’ ki-si  ‘CL7-snake type’ Gd-giso ‘CL1-fire’
n-tse ‘CcL1-bush onion’ ki-kpe ‘cL7-shoe’ ki-mé ‘cL7-clay’
ki-ns¢ ‘cL7-highwayman’ 1-f1 ‘cLb-head’ i-kpdm ‘cL5-seed’
u-fan ‘CcL1-mouth’ u-fu  ‘crl-hair’ i-¢cé ‘cL10-fowls’
L-M° M-H™
1-g€  ‘CLl-quarter head’ ki-fi ‘CL7-pig’
m-bdno ‘CL1-salt’ g-kiag  ‘cLl-chief’
i-s3y  ‘cLb-calabash bowl’ 1-nd ‘cL5-knee’
ki-mft ‘CL7-cocoyam’ fi-mjay ‘cL19-ant type’
m-ban ‘CL1-shin’ fi-pkpty ‘CcL19-drum type’
n-tge  ‘CLl-snare’ p-kdm  ‘cLl-cage’
H-S L-L*
i-ki ‘10-baboons’  i-kpdne ‘CL5-story’
i-ba ‘10-palm nuts’ i-ki ‘cL9-baboon’
i-bi ‘10-goats’ i-ba ‘CcL9-palm nut’
a-telim ‘1-village’ i-tstiy  ‘CL5-indian bamboo’
ki-gafo ‘7-gap’ i-ts5 ‘cL5-cork’

bi-ts6 ‘14-witcheraft’ 1-s5y  ‘CcL5-hip basket’

MINOR SEQUENCES

H-Lt L-M"~
ba-bjay ‘2-ajumbu people’ ba-bjay ‘2-children’
i-s ‘5-face’ bu-jelo  ‘14-needle’

M-HL H-HM
-tsdm  ‘9-monkey type’ ki-t¢l ‘7-foundation’

fi-ndéy ‘19-potato’ ki-ka ‘7-wall’

Table 2.14: Possible tonal sequences on Missong nouns.

Missong nouns, with a division being made between major and minor sequences.
What can be inferred from table 2.14 is that the prefix tones are mostly pre-
dictable from the stem-initial tones (and the noninitial stem tones are completely
predictable from the stem-initial tones, as discussed in §2.1).

This is not to say that there is an overall phonological rule which can be

applied to any of the nine possible stem-initial tones to determine the prefix tone,
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but instead to say that the prefix tone can be inferred when the stem-initial tone
is known, simply because most stem-initial tones appear in only one of the tonal
sequences. Furthermore, if the four minor sequences are ignored, then a stem-
initial tone can be uniquely associated with a prefix tone in every case. It can also
be seen that contours are generally restricted to stem-initial position, with prefix
tones being restricted to one of three level tones.

Tones on prefixes, then, do not carry the same contrastive weight that tones on
accented syllables do. In light of the discussion to be presented in §5.6.1.2, where
noun classes are designated as having either a high or low inherent tone, it seems
reasonable to suppose that noun class prefixes were historically limited to either
a high or a low tone, and that the diversity of tones present on accented syllables
is due to assimilatory (or “spreading,” depending on one’s preferred descriptive
vocabulary) effects caused by tones on prefixes and stem-internal syllables. At
this stage, however, no such account is ventured, and I limit myself to presenting

all of the possible tones found on noun stems.

Stem tone | Abar Biya Munken

L™ ' mbdy ‘cow’ mbdy ‘cow’ mbdy ‘cow’

L* : u-tc€lo ‘woman’  U-mj& ‘bush fowl’?3 mbeé&lo ‘ribs’

M~ | b1 ‘world’ | 40T ‘eggs’ , ki-be ‘traditional plates’
Me° : i-bt ‘dog’ I i-waha ‘noon sun’ I bo-bwe ‘friends’
M* I ka-k#é1 ‘calabash plant’ ) a-pk3y ‘clay pot’
ML : i-su ‘fish’ i-jam ‘song’

H™ ' mun-ki ‘shah’ 1-fjT ‘ankle’ fi-né ‘water’

H* : i-sua ‘face’ pkpano ‘clay dish’
HM ' ¢i-nano ‘needle’  bi-bo ‘palm trees’ a-lay ‘law’

HL : ¢l-bus ‘cat’ fi-bus ‘cat’ mbé ‘salt’

S | G-gbé ‘rope’ a-gbd ‘rope’ a-gbé ‘rope’

Table 2.15: Examples of words containing each of the possible stem tones for nouns
in Abar, Biya and Munken (Ngun data is incomplete). Shaded cells indicated
unattested stem tone. Dashed lines surround exemplars of tones which are not
distinct except in their phonological behavior (q.v. §4.1.2).

23 Refers to various birds of genus Francolinus (sensu lato).
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For the words presented in table 2.15, the vowel of the accented syllable is
bolded. The tone is indicated two ways in table 2.15: first with a letter in the
first column, and again with a diacritic over the vowel in the transcription. As
will be discussed in §4.1.1, the number of possible surface tones is quite large, and
so special symbols which preserve all phonetic possibilities are employed when
necessary, since the diacritics used in the transcription system are potentially
ambiguous. Namely, tones referred to by M~ and ML are not distinct in the
orthography (except in Biya), and neither are H™ and H*. Since for both of these
pairs of tones, one corresponds to a ‘minor’ tone in the sense discussed above,
there would scarcely be any chance for confusion if native speakers were to make
use of the present orthographic system.?*

The issue may be appreciated by comparing the relative frequencies of stem
tones found in the 282-word set of Munken nouns referred to above (cf. table 2.16).
Although the H™ and H* tones should in principle be contrastive, H* is exceedingly
rare in citation nouns (the example in table 2.15 is one of only two that I know
of). Although ML is attested widely on a token basis (it is the irrealis tone for
perfective stem class B verbs), there is no contrast between M~ and ML on nouns.
The two tones differ slightly in their phonetics, but do not contrast anywhere. At
least in Munken, the diacritic Z can be properly phonetically interpreted as long
as one knows whether it appears on a noun or on a verb. The tonal orthography

is discussed in more detail in §4.1.1.

24 This is not to say that the marking of tone in the present orthography would prove ideal for
the non-linguist user. See remarks in Bird (1999).
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Tone Frequency Cum. %

S 97  344%
L- 54  535%
M- 40 67.7%

HM 31 787%
H- 29 89.0%
L* 12 93.2%
HL 10 96.8%
M° 9 100.0%
M* 0*  100.0%
H* 0*  100.0%
ML of  100.0%

Table 2.16: Frequencies of stem tones present in a 282-word list of Munken nouns.
Tones are ordered by descending frequencies, and cumulative percentages are given.
* M+ and H+ are attested in one or two words each in my field notes (but not in
the 282-word list). t ML is found only in verbs.
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Chapter 3

Close contrasts in the vowel

system

3.1 Introduction

Remarks on the phonetics of the vowel system have been presented in a mostly
qualitative fashion in §§2.2.1-2.2.2. The aim of the present chapter is to present
physical phonetic data on a subset of the vowel systems in a more rigorous man-
ner, and use the data to determine whether any Mungbam dialect has a pair of
contrasting vowels which differ in tongue root retraction, or pharyngeal expansion
(referred to by the feature label “[ATR]” in phonology literature, and as shorthand
in this chapter), and not in height.

For all of the most common vowel features (e.g., height, backness, rounding,
nasality, phonation type, etc.), language descriptions mention whether the feature
supports contrast, regardless of whether it is phonologically active. For example,

minimal pairs such as mes ‘mass’ ~ més ‘thin’ may be given to establish nasality

49
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as a vowel feature in French (Martinet, 1933:193), though French lacks nasal
harmony.

A curious fact about the vowel feature [ATR] is that its presence as a contrast-
bearing feature is uncontroversial only in languages having some kind of phono-
logical process where the feature is active (viz. vowel harmony). This is because
the feature is not easily “heard.” Although the physiological basis of [ATR] is well-
substantiated, it is difficult to distinguish the acoustic effects of an [ATR] contrast
from those of a height contrast. Since one tries to arrange a phonological analysis
so that a minimum of features are used, a pair of vowels contrasting in their ar-
ticulation partly in terms of pharyngeal expansion, and partly in terms of tongue
height, would likely be classified as contrasting only for height.

A major goal of the study presented in this chapter is to devise a way of clas-
sifying a pair of vowels not as contrasting in one feature or another, but as having
variably weighted features contributing to the contrast.! When physical phonetic
data are used, statistical methods can be used to assign weights to different cues.
As will be seen in §3.6.2.1, the method I use only succeeds when pairs of vowels
which are acoustically close are considered.

Mungbam dialects provide an excellent data source in this respect for two main
reasons. First, there is no phonological process in the language involving either
height or [ATR]. Arguments about the phonological system which could cloud the
analysis, or downplay the importance of phonetic considerations, are precluded.
Second and most importantly, all dialects have pairs of vowels which are rather
close together in terms of their height, so considering data from several of the
dialects is likely to reveal systems where the vowel height is used to a greater or

lesser degree.

I Because the study presented in this chapter is concerned with establishing the main physical
parameter associated a ontrast between one pair of vowels, a featural decomposition of the vowel
system in terms of binary or multi-valued features is not an immediate goal.
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Pairs of vowels were chosen from Munken, Biya, Abar and Missong which are
quite close in F1 x F2 space (see figure 2.1, p. 28). The pairs of vowels to be
considered are those transcribed e and 1 in Abar and Biya, and those transcribed
e and € in Munken and Missong. Front vowels are chosen because not all dialects
have a pair of back vowels which are very close in terms of height, and because for-
mant values can be determined from an automatic formant tracker with a greater
degree of accuracy and precision for front vowels than for back vowels, reducing
the amount of time consumed in processing the data.

In §3.2 T summarize earlier work on the issue of vowel contrast in Mungbam,
emphasizing shortcomings which are improved upon in the current study. In § 3.3
I review some of the previous approaches in the published literature to identi-
fying spectral correlates of vowel contrasts termed “[ATR]” in African languages.
Section 3.4 provides an introduction to the statistical methods employed in char-
acterizing vowel contrasts. In §3.5 the raw data, and their method of collection,
are characterized. The results of the analysis are presented in § 3.6, and a general

discussion concludes the chapter (§3.7).

3.2 Previous work on Mungbam vowel contrast

In two earlier unpublished studies on Mungbam vowel contrast (Lovegren, 2011a,b),
I considered recordings of vowel productions (repetitions of vowel-final words, pre-
sented in random order, and without carrier sentences?) for two Abar speakers,
two Biya speakers, and one Missong speaker. I considered repetitions of tokens of
words containing pairs of vowels which I judged to be rather perceptually close,
which amounted to words transcribed with the stem vowels /e/ and /1/, and words

transcribed with the stem vowels /o/ and /u/.

2 The reasons for not using carrier phrases are explained in Lovegren (2011a: 5-6).



52 CHAPTER 3. CLOSE CONTRASTS IN THE VOWEL SYSTEM

First formant frequency (F1) was measured for each vowel token (as an indi-
cator of height), as was the bandwidth of the first formant (B1) (as an indicator
of pharyngeal expansion). A simple statistical procedure, described in the next
paragraph, was used to gauge the relative importance of B1 and F1 in establishing
the contrast.

For each speaker and each vowel contrast, I ran two paired t-tests for each
close contrast: one compared values of F1, and one compared values of B1. For
example, a paired t-test was run to determine whether there was a statistically
significant difference in the mean F1 value for 13 repetitions of o by one Abar
speaker, and 13 repetitions of v by the same speaker. The idea was to determine
whether two vowels should be treated as contrasting in terms of height, or instead
in terms of [ATR]. In total, 11 t-tests were run, and p-values were adjusted to
avoid family bias according to the procedure of Rom (1990). I used the following

procedures for deciding which feature was more important:

e If a t-test returned a non-significant p-value for a given physical parameter,
then the corresponding distinctive feature would not be the one which bore

contrast, and the other feature was the one which bore the contrast.

e If both ¢-tests returned significant p-values, then the feature corresponding
to the t-test with the lower p-value would be treated as the one which bore

the contrast.

Put informally, lack of significance was used as a way of ‘weeding out’ candi-
date features. This procedure was partly justified on the basis of a comment by

Clements (1991: 52):

“In classical ATR-based systems, such as that of Akan, the [+high, ~ATR]
vowels are not well separated in first formant frequency from the [-high, + ATR]

vowel.”
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As the reasoning went, if the B1 difference between two vowels was more sig-
nificant than their F1 difference, then there would be a basis for calling the vowels
“not well separated” in terms of F1. According to these criteria, the Missong
speaker and one of the Abar speakers were deemed to make use of the feature
[ATR] rather than height in contrasting the vowel pairs for which their productions
were recorded.

One shortcoming of the statistical analysis was the small number of partici-
pants used, with data from only one or two participants per dialect being used. A
more serious shortcoming of Lovegren (2011a) was the crude nature of the statis-
tical procedures employed in that paper. The use of paired t-tests forced severe
restrictions on the analysis. First, since a paired t-test compares the means of
data sets of the same sample size, some data points had to be discarded when
different numbers of recorded tokens of each vowel were available for a given par-
ticipant. Second, since only one variable could be tested at a time, the effects
of F1 and B1 on resolving the contrast could not be compared directly. Instead,
p-values had to be compared. For the same reason, the effect of F2 could not fig-
ure into the comparison. Third, since several tests were run concurrently, critical
values had to be altered to avoid family-type error, with the alterations becoming
more drastic with each new test introduced. The number of tests run had to be
minimized, and so one of the most perverse outcomes was that data which was
available was not analyzed, so as to preserve my ability to discover statistically
significant generalizations. Data from only two Biya consultants was considered,
though data from four consultants had been collected in 2010. Finally, since the
t-test falls within the family of statistical methods applicable to continuous-valued
data, only continuous-valued variables (i.e., spectral measurements) could be con-
sidered.

The problem of small sample size has been ameliorated somewhat in the current
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study with the inclusion of unused data collected in 2010, and additional data
collected in 2012. Most of the problems concerning the statistical methods used can
be overcome with the use of methods for categorical data analysis (Agresti, 2002),
and more so when methods of hierarchical modeling are additionally employed
(Gelman and Hill, 2007). These methods, which form the basis of the present
analysis, are discussed in § 3.4, which follows the discussion on acoustic correlates

of pharyngeal expansion (§3.3).

3.3 Spectral correlates of pharyngeal expansion

The most common types of vowel contrasts have well-understood physical corre-
lates. Lowering the jaw and the tongue body is associated with an increase in the
first formant (F1). Moving the tongue body forward is associated with an increase
in the second formant (F2). Rounding the lips produces a decrease in all formant

3 Retracting the tongue root affects the same acoustic parameters: it is

values.
associated with an increase in F1, and a “centering” effect on F2, reducing it for
front vowels, and increasing it for back vowels (Halle and Stevens, 1969:211). If
tongue root retraction is to be distinguished from tongue body lowering on the
basis of acoustic data, additional correlates will be necessary which differentiate
the two types of gestures. It is necessary at this point to review some proposals
which have been advanced in pursuit of this goal.

A handful of studies have sought to establish acoustic indicators of tongue root
advancement or retraction beyond perturbations in F1 and F2. All of these have

sought a way of measuring differences in the acoustic impedence of the pharyngeal

walls due to changes in pharyngeal volume.

3 For a brief and well-referenced historical discussion on the development of acoustic phonetic
theory, see Harrington and Cassidy (1999: 60-1).
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Acoustic losses in the region of the first three formant have been modeled by
Fant (1972:41-4), who proposed an empirical equation for determining formant
bandwidths on the basis of Swedish data reported by Fujimura and Lindqvist
(1971). Fujimura and Lindqvist’s procedure, though not in itself especially invasive
or expensive to perform, has not, as far as I can tell, been repeated on speakers of
any languages other than Swedish.

Hess (1992), using data from one Akan speaker, found a reliable difference in
first formant bandwidth (B1) between [+ATR] vowels having similar F1 values,
with root retracted vowels having higher B1 values. For pairs of vowels not having
similar F1 values, she considered differences between measured Bl values and
values predicted on the basis of F1 from Fant’s equation. Root retracted vowels
were found to show a greater divergence from Fant’s equation than root advanced
vowels. Hess additionally measured spectral tilt, or the differential between the
intensity of the first and second harmonics, which has been shown to be sensitive
to phonation type (Gordon and Ladefoged, 2001: 397-9). No correlation was found
for this measure. This method was replicated by Anderson (2003), using Tkposo
data. In that study, no reliable differences were found in B1, but an effect for
spectral tilt was observed.

Fulop et al. (1998), who studied [ATR] contrast in Degema vowels, used a
somehwat more sophisticated procedure,? employing a model which calculated a
vowel’s spectrum on the basis of the contribution to the overall spectrum by each
formant. They computed a measure, called normalized A; — Ay, which compared
the difference between the measured intensity of the harmonics nearest F1 and
F2 and the intensities for the same F1 and F2 values as determined from Fant’s

(1972) model. Acoustic losses in the F1 region would be reflected by a negative

4 Acknowledgments in that paper indicate that Gunnar Fant, though not included as one of the
coauthors, provided technical guidance in the analysis.
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normalized A; — As value. Although this measure showed an overall significant
effect for [ATR], it was only significant for two of the five [+ATR] pairs of vowels.

A less specific measure, which has the advantage of being easy to compute
accurately, is spectral center of gravity (COG). Edmondson (2009) proposed this
measure, believing that it would correlate with the perceptual quality of “flatness,”
as described by Kingston et al. (1997), and, using Akan and Kabiyé data, found an
effect for [ATR], with root retracted vowels having higher COG. Anderson (2007)
found a similar effect with data from Foodo. Since COG necessarily takes the full
spectrum into account, it is susceptible to various factors, including the value of
the first three formants, and the presence of noise at higher frequencies.

A more recent attempt at finding an acoustic correlate of pharyngeal expansion
is the study of Remijsen et al. (2011), which employed nine Shilluk (Nilotic) speak-
ers. Like Edmondson (2009), Remijsen et al. attempt to capture the observation
that pharyngeal constriction in vowel articulation corresponds to an upward shift
in overall spectral energy. After considering five different measures of spectral
energy distribution (2011:117,fn.9), the authors chose the metric of spectral em-
phasis (Traunmiiller and Eriksson, 2000: 3440),% which they found best separated
the [+ATR| and the [-ATR] vowels.

Of the measures discussed, Bl was the non-formant acoustic parameter used

in Lovegren (2011a). As was noted in that paper, there are issues with the accu-

5 Traunmiiller and Eriksson (2000: 3440) describe the procedure as follows:

The concatenated voiced segments of each phonated utterance were low-pass filtered
with a cutoff frequency of 1.5xF0mean, 18 dB/octave, and the average SPL of the
lowpass-filtered signal (SPL0) was measured. A measure of spectral emphasis was
then obtained by calculating the difference, Emph = SPL, — SPLg. This measure
is equal to zero when partials above the first are totally absent and it is +3 dB
when there are equal amounts of energy below and above 1.5xF0meaqn.-

Remijsen et al.’s procedure differs very slightly in that their measurements were made with
Praat (Boersma, 2000), whose low-pass filter operates on the frequency domain, and therefore
has no associated “roll-off’ measure equivalent to the value of 18dB/octave quoted in Traunmiiller
and Eriksson (2000:3440). Instead, Remijsen et al. seem to have used a “smoothing” factor of
25Hz in the script posted on Mills’ website.



3.4. STATISTICAL METHODS o7

racy of B1 measurements. The difficulty of accurately measuring formant band-
widths from an LPC analysis based on an all-pole model® is well-known (Iskarous,
2010:379), especially for formants near a subglottal resonance (Atal and Hanauer,
1971:646). The parameter to be used presently is spectral tilt, since it is easy to
calculate accurately, has been found to be useful in identifying [ATR] contrasts in

a recent study, and has a sound theoretical basis.

3.4 Statistical Methods

As has been pointed out in §3.2, some of the most serious shortcomings of my
earlier work on Mungbam vowel contrast were due to the limitations imposed by
the simple statistical methods used. The statistical method used in the current
work, that of Generalized Linear Mixed-effects Modeling (GLMM) offers drastic
improvements. The method allows for the determination of a single model which
expresses the probability of a given type of observation as a function of all of the
physical and idiosyncratic parameters of interest. The model estimates weights
for each of the physical parameters, and these weights may be compared to mea-
sure the relative importance of each parameter. Though the GLMM method is
rapidly gaining popularity as an analytical tool within the social sciences, it is
rarely used in answering routine questions concerning the structure of particular
languages. Given that I am applying a familiar method to a novel territory, it will
be appropriate to explain in this section what the method consists of. Further
exposition of the method for an audience of linguists is found in Jaeger (2008).
Of the more detailed expositions available, Agresti (2007) and Gelman and Hill

(2007) are accessible and thorough.

6 A standard and relatively simple model used for LPC analysis. The term pole comes from the
field of complex analysis, where it refers to a discontinuity in a complex-valued equation.
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3.4.1 Form of the modeled equation

In the current application, I model the probability that a given sound slice will be
a token of a given vowel, where this probability is a function of several physical

parameters. The overall equation has a general form of (3.1).

p(V=v;)= f(F1,F2,%,2) (3.1)

n (3.1), p(V = v, ) represents the probability that a given sound slice V' repre-
sents, in a given speech variety, an articulation of the vowel v;. This probability is
expressed as a function of several explanatory variables: the first formant frequency
(F1), the second formant frequency (F2), the spectral emphasis (.#), and the iden-
tity of the participant (£?). The exact form of the equation is determined through
the method of generalized linear mixed-effects modeling (GLMM). In a GLMM
model, the observed data within an experimental group ¢ (out of m total groups)
are assumed to be related to the values of the explanatory variables x1,x2,... by

an equation of the form (3.2):

9(y) = ao + Prx1 + Pora + -+ + € (3.2)

The parts of the equation are as follows:

y is the value of the observed variable, or response variable.

® x1,To,... are the values of the (experimentally or naturally) manipulated

variables, also called the explanatory variables.

® [31,02,... are the values of the weighting coefficients associated with each

explanatory variable.

e q is a constant “intercept” term (sometimes written as fy).
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e «; is a constant associated with experimental group ¢. It represents the
contribution to the result due to random, idiosyncratic factors associated
with experimental group 7. The values of o; are assumed to have a mean of

zero, and to be normally distributed.

o g(--+) is the link function, which transforms the values of the response variable

so that they can be modeled by a linear function.

e c represents the error between the actual values of the response variable and
the values predicted by the modeline equation. Values of € are assumed to
be normally distributed with a mean of zero, and they are assumed not to

be correlated with any of the other variables.

It must be recognized that in most applications one can never be sure that the
equation parameters obtained are the “true” values of the coefficients and constants
in (3.2). An alternate form of (3.2), then, is written in terms of parameter esti-
mates (values of 3 estimated by the model-fitting algorithm), and in terms of a
predicted value of the response variable § = y — €. The rewritten equation is given

in (3.3), where the “hat” diacritics indicate estimates rather than true values.

9(§) = o + Pry + Bawa + oo + Gy (3.3)

3.4.2 Estimation of future probabilities from past data

Applying the general equation to the specific modeling problem requires a consid-
eration of the type of each variable and knowledge of theoretical proposals relating
the response variable and the explanatory variables, and any proposals relating
the explanatory variables to each other. The form of our response variable is cat-

egorical with two categories: e and 1 (for Biya and Abar), or e and ¢ (for Missong



60 CHAPTER 3. CLOSE CONTRASTS IN THE VOWEL SYSTEM

and Munken). We are interested in determining the probability that an unidenti-
fied vowel with certain spectral characteristics uttered by a certain person from a
certain dialect will be a token of one or the other of these two categories. If the
experimental data is limited to only these two vowels, then the probabilities for
the two categories are related as follows (using the Biya and Abar contrast as an
example):

p(V=e)+p(V=1)=1 (3.4)

Therefore, we only need to estimate the probability for one of the categories,
the other probability being inferrable from this relationship. The category whose
probability is not estimated directly is called the baseline category.

If the same trial is repeated infinitely many times, and z is one of the possible
outcomes, the proportion of trials with outcome x is, by definition, equal to the
probability of & (Bulmer, 1967:4-5). Given this definition of probability, we can
estimate the probability of an event z as the proportion of a finite number of equal
trials for which z is the outcome. As we increase the number of trials, the estimate
of x becomes more accurate. This definition of probability is the basis for using a
sample of previously recorded vowel tokens to determine general properties about

the Mungbam vowel systems.

3.4.3 Form of the link function

Given that probability is defined as a proportion, the only possible values of a
probability are numbers on the closed interval [0,1]. If we were to attempt to
predict probabilities directly from (3.2) without the use of a link function,” it
would often be the case that the predicted probabilities would lie outside the

range of actually possible probabilities. A first approach to improving the model

7 Or more precisely, with the identity link function g(y) = y.
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is to instead model the odds of an event of interest happening. Odds are defined

(for trials with only two possible outcomes) as follows:

_ po)
0w =120 (3.5)

The value of O(x) must lie on the interval [0, +00). Values of O(x) less than
1 correspond to probabilities less than 0.5, and values of O(xz) greater than 1
correspond to probabilities greater than 0.5. Although the use of odds partially
solves the problem, since predicted values greater than 1 no longer correspond to
impossible scenarios, there remains the problem that the scale is not symmetric:
probabilities between 0 and 0.5 correspond to odds values between 0 and 1, but
probabilities between 0.5 and 1 correspond to odds values between 1 and +oo. This
problem is solved by using as the link function the logarithm of the odds, whose
values lie on the interval (—oo,+00), and are symmetric about 0. The log of the

odds ratio is commonly called the logit function, defined as:

. p(z) -1 e’
logit(x) =log| ———]; logit = .
ogit(z) = log ( T—p(2) ) p logit™ (y) = (3.6)
For the Biya model, then, we can rewrite (3.3) as follows:
f)(V = 6) = IOgif;l (do + lel + ngg + Bgl‘g + @Z) (37)

Equation (3.7) can be used to predict the probability that a vowel with given
physical parameters x1,xs,... is the vowel e. Since we limit the model to tokens

of only two vowels, p(V =1) can be readily calculated once p(V = e) is determined.
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3.4.4 The use of perceptual scales

All that remains in reaching the final form of the model equation are numerical
interpretations of the physical parameters x1,x2,x3, which should represent F1,
F2 and .. When measured from the spectrograms, the formant frequencies are
expressed in units of Hertz (Hz), and spectral emphasis is represented in units
of decibels (dB). The decibel scale is, to an approximation, a perceptual scale,
in that equal differences on that scale correspond to roughly equal differences in
subjective loudness (Johnson, 2003:49), so the measurement of spectral emphasis
does not need to be transformed to a scale more appropriate to the analysis of
perceptual categories. The formant frequency values, however, are transformed to

the perceptual mel scale using the formula:

] )
= 2595x] 1+—=— 3.8
m X 0910( + =00 (3.8)

3.4.5 Normalization of data

Next, inter-speaker differences are partly neutralized through a normalization pro-
cedure: a normalized value for each measurement for a given participant is ob-
tained by subtracting the participant’s mean value, and then dividing the differ-
ence by the participant’s standard deviation. Scaled scores calculated in this way
are often called Z scores, after the variable used to indicate values of the abscissa
on the standard Gaussian curve. The extent to which this procedure generalizes
the data over participants can be observed by considering the estimate of «; in
the fitted model. If the variance of &; is significantly more than zero, then the
fitted model produces different estimates for different participants, and individual
variation remains an important factor in the data. If, on the other hand, &; ~ 0,

then for given values of the physical parameters of interest, the model will pro-
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duce the same estimates for all participants, and individual variation can be said
to have been completely accounted for by the normalization process. The normal-
ization procedure also removes the effect of different levels of low-frequency noise
in different recordings introduced by the use of two different types of micorphones,
and slightly varying settings of the input volume from recording to recording.®

Using a prime (') symbol to denote scaled and normalized values of the physical

parameters, equation (3.7) is rewritten as:
BV =€) =logit™ (Go + Br1afy + Brotlps + Bty + &) (3.9)

Equation (3.7) does not contain interaction terms, but these will be tested in

actual model runs.

3.5 Data collection procedure

The analysis is based on data collected in 2010 and in 2012. The 2010 data includes
recordings made from 11 consultants, and the 2012 data includes recordings from
6 additional consultants. My earlier papers based on the 2010 data used data
from only five of the consultants (2 Biya, 2 Abar, and 1 Missong). The analysis
reported here is based on data from 16 of the 17 recorded consultants (4 Biya, 4
Abar, 5 Munken, 3 Missong). Data from one Biya consultant had to be excluded
from the study due to a persistent creak in the consultant’s voice, which prevented
the precise measurement of FO (as will be seen below, precise FO measurements

were needed for the calculation of spectral emphasis).

8 Noting that if a constant ¢, is added to all values of a sample, the mean of the modified
sample is equal to T + ¢, and the standard deviation of the sample is unchanged. The normalized
zi+c—(T+c) _ ;-

s(z) IE))
component of constant intensity present in all of the recordings for one speaker, its will not
appreciably affect the normalized spectral emphasis measurements.

value Z; = remains unchanged. Therefore, if there is a low frequency noise
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Consultants were prompted with an English gloss, and they then produced
the corresponding target word in isolation. Depending on the session, a set of
between 6 and 12 target words were used, with only two of these representing the
vowel contrast of interest. Each word was repeated in isolation between 12 and
15 times, depending on the speaker, and tokens were presented in a randomized
order. With some slight variations between speakers, the target words used were
those containing stem e, 1, or £ given in table 2.5 (p. 33).

Audio was recorded outdoors on a Marantz PMDG661 solid state recorder ei-
ther with a Shure WH30XLR head-mounted condenser microphone or the internal
microphone of the solid state recorder. Recordings were made at a sampling rate
of 44.1 kHz, at 24-bit resolution. Vowels were tagged and extracted. Sounds
were then downsampled to twice the formant frequency ceiling (5 kHz for males,
5.5 kHz for females), and formants were determined via LPC analysis with 10
or 11 prediction coefficients (i.e. one per 1kHz of the new sampling rate), using
Burg’s method for generating prediction coefficients. Measurements for F1 and
F2 were made for each vowel and spetral tilt was calculated directly from the LPC
curve. The formant extraction procedure was automated using the To formant
(burg) ... macro in Praat version 5.2.03 (Boersma, 2000). When the formant
tracker produced an inaccurate measurement, the measurement was repeated by
hand. Spectral emphasis was calculated from the LPC curve using the procedure

described in Traunmiiller and Eriksson (2000: 3440) (see §3.3).°

9 The main potential for error in automatic formant measurement is the computer’s occasionally
picking the “wrong” local maximum from the LPC curve. This is a problem that affects formant
tracking, but not measurement of spectral tilt.
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3.6 Results

Results are presented in two-part fashion. First I present the results in a qualitative
fashion, commenting on three figures drawn to illustrate the basic data (§3.6.1).

In §3.6.2 the results of regression modeling performed on the data are discussed.

3.6.1 Qualitative discussion

Measurements of F1, F2, and spectral emphasis were made for a total of 417 tokens
of e, 1, and € for 16 participant, speakers of Biya, Abar, Munken and Missong.
These measurements were converted to normalized perceptual scales. The results
are plotted in figures 3.1-3.3, produced with the aid of the lattice package in
R (Sarkar, 2008; R Core Team, 2012). Ellipses in the plots are centered at the
average values, and have semi-axis lengths equal to one standard deviation when
differences from the mean value are measured along that axis. Ellipses are rotated
so that their area is a minimum.

The first plot, shown in figure 3.1, takes the familiar form of a F1 x F2 vowel
quality plot, with acoustic height represented on the y-axis, and backness repre-
sented on the x-axis. Figure 3.1 suggests that normalized F2 clearly separates the
vowels of interest only in Munken, while normalized F1 appears to distinguish the
vowels in all of the dialects except for Abar (though the separation in terms of F1
in Biya and Missong is rather slight).

The second plot, shown in figure 3.2, shows the range of spectral characteristics
for the vowels of interest in terms of normalized F1 (y-axis) and normalized spectral
emphasis (x-axis). The y-axis is inverted so that the plot indicates vowel height in
an intuitive way. The regions enclosed by ellipses in figure 3.2 neatly complement
the initial picture shown in figure 3.1. It can be seen that, as in figure 3.1, nor-

malized F1 is a good parameter in Munken, Missong and Biya for approximately
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Figure 3.1: Normalized F2 vs. F1 values, axes inverted.

dividing up the perceptual space into regions corresponding to each of the vow-
els. Since the Abar vowels are distinct, and, logically, must be distinguished by

some spectral property, it is a welcome observation to find that although the Abar
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Figure 3.2: Normalized Spectral emphasis vs. F1 values, y-axis inverted.

vowels are not well-separated in terms of normalized F1, a clear contrast is made

when normalized spectral emphasis is used. In the other three dialects, the vowel

pairs are not separated nearly as well in terms of normalized spectral emphasis.
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Figure 3.3: Normalized F2 vs. Spectral emphasis values, x-axis inverted. Labels
are centered within ellipses except where they overlap significantly.

The third plot, shown in figure 3.3, does not actually present any new informa-
tion, but offers a convenient visualization of how well the vowel pairs are separated

in terms of normalized F2 (x-axis) and normalized spectral emphasis (y-axis). The
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x-axis is inverted to indicate vowel backness intuitively. As could be deduced by
considering figures 3.1-3.2, significant overlap of the vowel ellipses is found in Biya
and Missong, since in those two dialects the vowels are well-separated neither in
terms of normalized F2 nor in terms of normalized spectral emphasis. The con-
figuration of the overlapping ellipses in Biya and Missong suggest that normalized
F2 is more important than normalized spectral emphasis in Missong, with the
opposite holding in Biya. The Munken and Abar panels witness the importance

of normalized F2 in Munken, and of normalized spectral emphasis in Abar.

3.6.2 Results of the regression analysis

A well-designed statistical analysis has the power of reinforcing the points sug-
gested in a qualititative fashion by the plots given in §3.6. In this section I
report on the findings of a regression model attempting to quantify the relative
importance of each of the three physical parameters. The analysis implements

procedures included in the R package arm (Gelman et al., 2012).

3.6.2.1 Individual differences and model convergence

It was stated above that measures of the physical parameters were normalized in
order to reduce the amount of variation in the data due to physiological differences
between individual participants affecting their overall ranges of pitch and formant
frequency in vowel productions.

The term ¢&; in the model equation is often called a random intercept term. In
the current model the variance of &; would reflect differences between participants
affecting the probability of a particular vowel being observed. When &; is the only
random term, &; ~ 0 in every case, because participants produced approximately

equal numbers of vowels of each type. Models whose only random term is a random



70 CHAPTER 3. CLOSE CONTRASTS IN THE VOWEL SYSTEM

intercept can meaningfully account for variation between groups only if the value
of the response variable is not controlled by experimental design.

More relevant to the current research question is there are individual differ-
ences which translate into differential weightings of any of the physical parameters.
These differences could be captured by the inclusion of a random slope term, which
would allow for weighting factors (i.e., the B terms in the equation) to vary by
participant. Weighting factors which include this random component are modified
by a subscript ¢, as the random intercept term is. In order to determine whether
this kind of variation was present, a model was fitted containing terms for nor-
malized F1, normalized F2, normalized spectral emphasis, an interaction term for
normalized F1 and normalized spectral emphasis, and random slope and intercept
terms. Since each vowel was in fact observed in approximately 50% of samples,
effects introduced by varying weighting factors would be “corrected” by the value
of the random intercept, and the variance in the random intercept could be used
as a convenient indicator for whether there was variation between participants in
the values of the weighting factors.

When models containing both random slopes and intercepts were fitted for
Abar, Biya and Missong, random intercepts in the fitted models had variances
significantly different from zero. This suggests that (as would be expected) the
normalization process does not filter out individual preferences as to the relative
weights of different physical parameters. The limited number of participants used
for each dialect has precluded more detailed knowledge of any trends of inter-
speaker variation in parameter weighting within dialects. The inclusion of random
slopes in the models, however, allows for this variation to be factored out, improv-
ing the likelihood that the parameter estimates represent actual trends which hold
in general for a dialect.

When such a model was fitted for Munken, the model failed to converge. Algo-
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rithms for fitting generalized linear models for categorical data tend to fail when
confronted with data which is too neatly partitioned (see Agresti (2002:195-6)
for discussion). It seems that the Munken model failed to converge because the
vowels e and € are too distinct. To appreciate this fact, consider figure 3.4, which
shows the Munken panel from figure 3.1, with actual measured values of normal-
ized F1 and F2, and with larger ellipses having twice the axis length of the original
ellipses overlaid. It is almost possible to draw a single straight line on figure 3.4
which partitions all of the e tokens from all of the & tokens. The Munken case
approaches a situation which has been termed perfect discrimination, where all
values of the response variable can be perfectly predicted from any set of pos-
sible values for the predictor variable(s). Data exhibiting perfect discrimination
(or coming close to it) cause predictors in the fitted model to trend towards oo,

causing the model to fail to converge.

Figure 3.4: Munken e—¢ plot with measured tokens overlaid.

The failure of the Munken model to converge suggests something about the

models for the other dialects: the contrasts involved are indeed subtle, since it
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would not have been possible to model them if the physical parameters selected
could be used to perfectly discriminate between the two vowels. I now discuss
separately the fitted models for each of the three dialects where the initial model

converged.

3.6.2.2 Biya
The model originally fitted for Biya can be described with the following prediction
equation:

N 2 ’ A ’
(670} + /BZFl,i : szl + ﬁZFZai ' $ZF2+

p(V =1) = logit™ (3.10)

Boryi @y + Busi @y, Tl +
After the individual-level differences have been controlled for, the fitted model
reports significant weighting coefficients for normalized F1 and normalized spec-

10 Both parameters are positive, which is to be expected, since

tral emphasis.
increasing F1 and increasing spectral emphasis are both expected to result in a
higher probability that a vowel will be a token of 1 rather than e. The normalized
F1 parameter is more than twice as large as the normalized spectral emphasis
parameter, indicating that normalized F1 is more important to determining the
contrast than normalized spectral emphasis is. The normalized F2 term is not

significant,!' and has a positive sign. The sign is not in the expected direction:

an increase in normalized F2 is expected to correspond to a decreasing probabil-

10 Since the concept of statistical significance in fitted regression models is complicated by the
introduction of random effects, the term “significant” here should be simply understood to refer
to a parameter estimate with a mean whose magnitude is more than twice the standard error
(cf. Gelman and Hill, 2007: 42).
11 The actual set of fitted parameters is:

coef.est  coef.se

(Intercept) -1.88 0.79
zSpec 3.59 1.44
zF1 8.44 3.41
zF2 1.39 1.74

zSpec:zF1 0.26 0.58



3.6. RESULTS 73

ity of finding a lax vowel (assuming that 1 has been properly impressionistically
characterized as lax). Following the advice of Gelman and Hill (2007:69), that
non-significant parameters which do not have the expected sign can be discarded
from a model, the normalized F2 term can be removed.

The interaction term is not significant, but its sign is positive, as would be
expected. It is not certain whether it is useful to the model. There exist several
metrics for judging between two or more models fitted on the same data. Gener-
ally, an information metric is a measure of how badly a model fits the data, so lower
scores indicate a better fit.!? I compare the original model for the Biya data with
three other models: one where the normalized F2 term is removed, one where both
of the non-significant parameters are removed, and one where only the normalized
F1 parameter is retained. Comparison of the models according to three metrics
(Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and
Deviance Information Criterion (DIC)) is shown in table 3.1. The BIC penalizes
the introduction of additional parameters most heavily, while the DIC apparently
introduces the least penalty for the introduction of new parameters. The differ-
ential penalization of added parameters can be clearly seen from table 3.1. The
simplest model, with only one parameter (and a random slope), is preferred by the
BIC, while the most complex model is preferred by the DIC. The model preferred
by the AIC seems to show a compromise between goodness of fit and reduction
of parameters, preferring the model with two parameters (and random slopes). A
pragmatic approach suggests that the model preferred by the AIC is most sat-
isfying, since it is simple to interpret, and includes all and only the significant

parameters.

12 Discussion of the actual numerical interpretation of the various information criteria would bring
the discussion (even for a footnote) too far afield, and exceed the present author’s capabilities.
A potentially useful work on the topic, which I have not consulted, is Burnham and Anderson
(2002).
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Model AIC BIC DIC
Original model 77.6 117.3 47.6
Remove F2 term 79 105.4 59
Remove F2 and Interaction term 77 100.8 59
Retain only F1 term 79.5  92.7 69.5

Table 3.1: Comparison of fitted Biya models according to three information crite-
ria. Cells corresponding to preferences by a given criterion are shaded.

What has been found from the GLMM analysis of the Biya data largely sup-
ports the impressionistic observations made from the ellipse plot shown in the
previous section: F1 appears to be the major physical parameter affecting the
contrast, while spectral emphasis is a less important but still significant param-
eter. In common phonological parlance, it might be said that F1 is the primary
acoustic cue relevant to the e~1 contrast in Biya, and spectral emphasis (or some

related measure) is a secondary cue.

3.6.2.3 Missong

A rigorous modeling of the Missong e~e contrast has been limited by the smaller
number of participants involved: three rather than four or five. A greater number
of data points is generally desirable in all quantitative analyses, and sophisticated
analytical techniques can help researchers to make the most of limited data.'3

In the case of the Missong model, however, a certain threshold appears to have
been crossed beyond which there are not enough participants to support a useful
GLMM modeling. While the initial Missong model did converge, it did not find
any parameter to be significant, and subsequent models which differed in the
choice of explanatory variables included either did not converge or converged with
non-significant results. Since all models using the Missong data without random

slopes converged with significant parameter estimates, it seems clear that having

13 See discussion in Box and Tiao (1973:1-2) on pragmatic reasons for the growing acceptance
of Bayesian methods in statistical analysis.
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only three, rather than four or more Missong participants has prevented a model
from converging which yielded useful results.'*

A series of regression models containing no random effects were fitted to the
Missong data. A fully saturated model (containing terms for normalized F1, F2
and spectral emphasis in addition to all possible interactions) had the lowest resid-
ual deviance. In all of the fitted models, the F1 term was highly significant and
had a greater magnitude than the other prediction terms. Since these models do
not filter out the effects of individual variation, it will not be worthwhile to dwell

on their proper interpretation.

3.6.2.4 Abar

In modeling the Abar data, we take the same starting points as for Biya: a model
with terms for normalized F1, F2 and spectral emphasis, and an interaction term
for F1 and spectral emphasis. In contrast to the Biya model, the F1 term was
not found to be significant, although its sign was positive as expected. The sig-
nificant parameters were instead the spectral emphasis and F2 terms, with the
spectral emphasis term having a positive sign, and the F2 term a negative sign,
as expected.'®  In the saturated model, the spectral emphasis parameter had
a magnitude ~ 70% greater than the F2 parameter. As with the Biya analysis,
a series of other models were fitted with sequentially fewer parameters: a model

with the interaction term removed, a model with both the interaction term and

14 A similar boundary between a sample size of 3 and a sample size of 4 for random effects models
was noted by Jaeger et al. (2011:298-300) in their attempt to verify the proposal of Atkinson
(2011). Jaeger et al. raised questions about the validity of Atkinson’s findings on the grounds
that random slopes were cast out of his model, since it did not converge with them included.
15 The report for the fitted parameters is:

coef.est  coef.se

(Intercept) 1.28 1.03
zSpec 5.70 1.89
zF1 1.80 1.85
zF2 -3.38 1.18

zSpec:zF1 -2.15 1.53
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the nonsignificant F1 term removed, and a model with only the spectral emphasis
term. When these models are compared in terms of the three information crite-
ria used to compare the Biya models (table 3.2), the BIC predictably favors the
model with the fewest parameters, and the DIC favors the model with the most
parameters. The AIC does not signal a strong preference other than one against

the minimal model with only one parameter (plus a random slope).

AIC BIC DIC

Original model 58.7 98.4 28.7
Interaction term removed 58.4 954 304
F1 and interaction term removed 58.5 82.3 40.5
Only spectral emphasis term retained 61.7 75.0 b51.7

Table 3.2: Comparison of fitted Abar models according to three information cri-
teria. Cells corresponding to preferences by a given criterion are shaded.

The results of the Abar model suggest that when individual differences are
factored out, the major physical parameter supporting the contrast e~ is spectral
emphasis (or a related measure), with F2 playing a secondary role. F1 appears to

play at most a minor role in the contrast.

3.7 Discussion

For the Abar and Biya data, the use of GLMM techniques for quantitatively
analyzing the contrast between the vowels transcribed e and 1 has helped to clarify
what was hinted at by figures 3.1-3.3, Namely, although the corresponding vowels
in each dialect sound quite similar to each other,'® the statistical analysis has
shown that there are real differences in terms of the weights given to each of three
different physical parameters in terms of their ability to aid in the discrimination

of the vowels.

161 had learned to discern (with some difficulty) the two vowels in Biya before having had contact
with any Abar speakers. By the time I began working on Abar, the e~1 contrast in that dialect
was immediately apparent.
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The final question to consider is that posed at the outset of the chapter: is it
possible to diagnose a vowel system as employing an [ATR] contrast on the basis of
phonetic data alone? What has been shown here is that it is possible to show that
there are cases (i.e., in Abar) where a pair of contrasting vowels (which do not
seem to differ in nasality, rounding, or phonation type) are best distinguished by a
spectral parameter (spectral emphasis) other than the frequencies of the first two
formants. That this spectral parameter has been proposed as a correlate of [ATR]
makes that feature the most likely candidate as the primary determiner of contrast.
More interesting still is that “the same” two vowels in Biya, which sound nearly
identical to the ear, and are largely cognate, do not show the same importance for

spectral emphasis as a distinguishing parameter.
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Chapter 4

Phonology

The present chapter presents an overview of the important phonological processes
in Mungbam. While chapter 2 has presented the segmental and tonal contrasts
which are found in the language and the basic constraints on word forms, and has
established a segmental transcription system, the present chapter treats in more
detail syntagmatic sound alternations and lower-level distributional patterns. The
tonal system is covered in more detail, and the tonal transcription system used in
this chapter and elsewhere in the dissertation is explained.

Section 4.1 deals with tone, section 4.2 with the vowel system, and section 4.3
with the consonant system. The presentation will be mostly descriptive in nature,

with very few theoretical considerations.

4.1 Tone

The tonal system of Mungbam is rather limited as to phonological processes in-
volving tone: there is only one major process of note, “extension” (§4.1.2), and

also a relatively simple rule of tone sandhi which is found only in Missong (§4.1.3).

79
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The rather large number of tones in play, the nature of the phonetic changes, and
the differences between dialects, however, have at this stage ruled out a treatment
of tone extension which can achieve simplicity. The system used for transcrib-
ing surface tones, which is mostly restricted to use in this chapter, precedes the

presentation of extension and sandhi (§4.1.1).

4.1.1 Transcription of tone

As was noted in §2, the transcription system used in this dissertation does not
distinguish all of the possible surface tones. That choice is discussed here, and an
auxiliary system for use in this chapter, which does (nearly) distinguish all surface
tones, is presented.

Consider three possible goals that one might strive for in establishing a practical

transcription system.

L level of

(a) Represent tones at what has been called a ‘systematic phonetic’
detail, such that all tones represented by a given diacritic have the same

phonetic realization.

(b) Represent tonemes, so that all tones which are contextual variants of each
other have the same symbol, and two tones do not have the same symbol

unless they are contextual variants of each other.

(c¢) Represent tones with a minimum number of symbols such that all contrasts

within any given word class are preserved, though knowledge about the lex-

1 On this term, see Chomsky (1962:532). According to Chomsky’s original presentation, a rep-
resentation at the systematic phonetic level should, in a version of linguistic theory adhering to
the condition of ‘phonetic specifiability’ (ibid.: 531), have a language-independent interpretation
as to the corresponding physical phonetic form. That phonetic specifiability is generally under-
stood to be unachievable in practice has not stopped various linguists in the past from using
the term ‘systematic phonetic representation’ to mean anything more precise than ‘a moderately
narrow phonetic transcription’. I retain the term in its common, slipshod sense.
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ical regularities and morphosyntactic context may be needed to know how

the tone would be realized phonetically.

Of these three goals, the one that I have most closely adhered to is (¢), reasoning
that following (a) would lead to a bloated set of symbols, and observing (b) would
amplify any risks associated with getting any details of the phonological analysis
wrong. Since the use of a system of type (c) requires one to be familiar with
various lexical and morphosyntactic properties of the language in order to know
which surface tone is meant, an auxiliary system which is more in line with type (a)
will be introduced here. The auxiliary system is used to refer to tones in discussion.
Surface tones are represented with the letters L, M, S, H, familiar to Africanists;
and additional modifiers (*, ~ and °) are used to differentiate tones, and also as a
mnemonic for indicating two tones as potential contextual variants of each other.
Generally, but with various exceptions, a ~ tone is replaced by a * in “extension”
contexts (cf. §4.1.2). For convenience, table 4.1 may be referred to during the

discussion in the next paragraph.

Prose symbol Diacritic Prose symbol Diacritic

L~ X L* X
M-~ x /x? M° X
H X H* X
S X M* X
HL X HM X
ML X SM %3

Table 4.1: Tonal transcription system. Pairs of phonetically distinct surface tones
which are undifferentiated in the diacritic transcription system are enclosed in
dashed line boxes.

The L tone is a low tone that falls before a pause in all dialects, and is low and

level otherwise. The L* tone is a low tone that rises slightly. In running speech,

2 The diacritic Z is used in Biya, and Z in the other dialects. This means that M~ and M° are
undifferentiated only in Biya, while M~ and ML are undifferentiated in the other dialects.

3 The symbol ¥ is used in § 7.3.1.2 when necessary to transcribe an SM tone which contrasts with
an HM tone in reduplicated forms of set C verbs.
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L* may be leveled to M°. The M~ tone is a mid tone which falls before a pause
in Munken, Missong and Abar, but remains level otherwise. In Biya, M~ remains
level in all contexts. The M° tone is a mid tone in all dialects, which remains level
in all contexts. In Biya, M~ and M° are the same. M" is a mid tone which rises
slightly. Both M~ and M° convert to M™ in “extension” environments in Munken,
Missong and Abar. ML is a falling tone which is slightly higher in pitch than M™.
It is not found on nouns except in Abar, but is found in the verbal system. In
Biya, M° does not extend. Its pitch is higher than L* but lower than M*.* The
H~ tone is a high tone which remains level in all contexts. The H* tone is a high
tone which rises slightly. The S tone is a superhigh tone which rises slightly. HL
and HM are falling tones which fall from high to low or mid. SM, which is found

only as an extended variant of HM, falls from superhigh to mid.

4.1.2 Tone “extension”

The most important tonal phonogical process in Mungbam is a systematic alter-
nation here called ‘extension’. It is so called because of a number of constructions
providing a context where the stem vowel of a noun is lengthened, and its tone
changes. This alternation provides a basis for dividing the surface tones into two
general groups: extended tones, and unextended tones.

Tone extension is a process which treats raised and rising tones as a natural
class as opposed to lowered and non-rising tones. Nonextended tones have level
or falling pitch, and may fall before a pause. The extended tones, on the other
hand may have a higher pitch than their unextended counterparts, and may rise
slightly, even before a pause.

Extension is divided into two sub-processes, named for the contexts where

4 This leads to a situation where five distinct pitch levels are contrasted in possessed nouns stems
in Biya. cf. §4.1.2.1.1
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they are witnessed: possessive lengthening (§4.1.2.1), and frustrative and dative
lengthening (§4.1.2.2). Possessive lengthening is observed on possessed nouns
belonging to one of the inherently high-toned noun classes (i.e., all classes other
than 1, 5L, and 9; cf. §5.1). Frustrative lengthening is observed on nouns preceding
the frustrative marker (q.v. §13.7), and dative lengthening in nouns modified by
the dative enclitic (q.v. §10.7).

After presenting the types of alternations where extension is observed, I com-
ment on other areas where extended forms are found without a non-extended

homologue (§4.1.2.3).

4.1.2.1 Possessive lengthening

5 is found in all dialects.

Possessive lengthening, which affects possessed nouns,
There exist, however, differences in realization which are substantial enough to
warrant dividing the presentation into four parts, one corresponding to each dialect
studied. Discussion of Ngun is omitted for want of relevant data.

Possessive lengthening is sensitive to the noun class of the affected noun, only
affecting targets belonging to inherently high-toned noun classes. In Munken and
Abar, the effect is also sensitive to the tone of the following possessor, and to the
tone of the possessed noun itself, whatever its noun class may be. The account
given here supercedes the presentation of data for Munken possessive lengthening

given in Lovegren (2012b), correcting some factual points without disturbing the

main theoretical issue dealt with in that presentation.

4.1.2.1.1 Biya In Biya possessive lengthening, the stem vowel of a possessed
noun belonging to a high-toned noun class is lengthened with respect to the un-

possessed form, and its tone changes. A set of examples are shown in table 4.2.

5 Regardless of whether the possessor is a noun phrase or a possessive pronoun.
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Nouns with an M° or S stem tone do not undergo extension.

L-— L* bo-mfi ‘CL2-slaves’ bo-mfti mé ‘my slave’
M°® — M° fi-nsa ‘cL19-needle’  fi-nsa m3 ‘my needle’
M~ — M* G-wo ‘cL3-moon’ 1-woo md ‘my moon’
H — H* ba-ndjdy  ‘CL2-stories’ bo-ndjdoy mé ‘my stories’
S—S a-gbd ‘CL3-rope’ a-gbd md ‘my rope’
HM — SM  ké-tsH ‘CL12-rooster’ kd-ts35 m3 ‘my rooster’

Table 4.2: Possessive lengthening in Biya.

It will be noted that in Biya, M° and M~ tones are identical when appearing
on a noun stem in isolation, but are distinguished under possessive lengthening.
Data such as these, involving contextual neutralization, are usually the starting
point for phonological analyses employing floating tones as explanatory devices.
The descriptively-oriented ‘tone letter’ system is used here rather than a floating
tone analysis because it has so far not been possible to develop a consistent and
reasonably simple analysis based on floating tones and autosegmental association
rules which can account for the full variety of tonal changes found in possessive
lengthening.%

Nouns belonging to classes 1, 5L, or 9 generally do not participate in the
process, so class 1 nouns such as mfi ‘slave’ or i-bé ‘goat’, which have an L™ or H™
stem tone, remain unchanged when possessed. It is possible, however, to “coerce”
low class nouns into undergoing extension when the extended noun is part of an

associative construction headed by a high class noun, as (4.1)—(4.2) show.

(4.1) mbdy Néy
CcLl.cow N.
“*Nang’s cow’ (Biya)

6 But see Lovegren (2012b) for an attempt.
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(4.2) i-gfly mbooy  Nép
cL5H-spear cL1.cow N.
**The spear of the cow of Nang.’” (Biya)
It is conceivable that example (4.2) could only mean ‘[the spear of the cow] of

Nang,” and that a version of (4.2) without extension could only mean ‘the spear

of [the cow of Nang],” but I was not able to ascertain this in elicitation.

4.1.2.1.2 Missong A representative paradigm of possessive lengthening ef-
fects is given in table 4.3 for Missong. As in Biya, extension is not sensitive to the
tone of the possessor noun. Nouns with an S stem do not undergo extension, as
in Biya. Missong nouns with M° stem tone do undergo extension, but H™ nouns
do not. Nouns with an HL stem tone extend to S. Perhaps not coincidentally, for
many Biya, Munken, Ngun and Abar nouns which have an S stem tone in citation,
the Missong cognate has an HL stem tone. Nouns in Missong as well as the other

dialects which have a citation L* stem tone always have a long stem vowel, and

do not change their tone under extension.”
Change Unextended gloss Extended gloss
L™ — L*  bamf ‘cL2-slaves’ ba-mfli mé ‘my slaves’
L™ — L*  i-tso ‘cL5L-cork’ i-tsod Nzd  ‘Nzo’s cork’
M~ — M* u-wé ‘cL3-moon’ U-wee mé  ‘my moon’
M° — M*  bi-mf1 ‘cL8-cocoyams’  bi-mfil m§ ‘my cocoyams’
H — H™ kifi ‘CL7-pig’ ki-fi md ‘my pig’
S—S i-tdm ‘cL5H-axe’ -tdm md ‘my axe’
HL — S u-gbé ‘CL3-rope’ G-gbée mé  ‘my rope’

Table 4.3: Missong possessive lengthening.

7 This is probably not a real generalization, since the nouns with an L* stem tone in Missong
for which possessive forms are recorded belong to class 5L. Since 5L is inherently low-toned,
lengthening would not be expected anyways. In dialects other than Missong, the largest source
of nouns with an L* stem tone is deverbal nouns formed from set A verbs. These belong to class
5L.



86 CHAPTER 4. PHONOLOGY

4.1.2.1.3 Abar In Abar and Munken, nouns with a superhigh citation tone
have more than one possible extended variant, depending on the tone of the pos-
sessor noun. There are three possibilities, which are illustrated in table 4.4. What
makes the S tone in Abar unusual is that it lowers to H* before a low or mid-toned
possessor without any concomitant vowel lengthening. Nouns with an S tone stem
can also lengthen without any actual change in the stem tone when the possessor

is a super-high stem.

Tone Form gloss

S a-ghé ‘cL3-rope’
HM  d-gbée md  ‘my rope’

S a-gbéé Nag  ‘Nang’s rope’

H* d-gbé ban  ‘y’all’s rope’
H* i-gbé bwin  ‘their rope’

Table 4.4: Abar possessive lengthening, S stem tone.

Nouns in ‘high’ classes of any other tone have only one corresponding extended
form, as they do in Biya and Missong. Table 4.5 shows the outcome of extension for
nouns with L™, M™, and H™ stem tone. H™ does not undergo extension. Possessors
of three different tones are shown for comparison, illustrating that the outcome

(or possibility) of extension is not determined by the tone of the possessor.

L~ — L* M- — M* H — H
bwe-mfa ‘CL2-slaves’  u-wé ‘cL3-moon’  k3-nsa ‘CL7-shed’
bwe-mfaa m3 ‘my slaves’ t-wée md ‘my moon’ k3-nsd m5 ‘my shed’

bwe-mfaa Néy ‘Nang’s slaves’ u-wee Nay ‘Nang’s moon’ k3-nsa Néy ‘Nang’s shed’
bwe-mfaa ban ‘their slaves’ w-weée ban ‘their moon’ k3-nsa ban ‘their shed’

Table 4.5: Abar possessive lengthening, non-S stem tone.

4.1.2.1.4 Munken In Munken, the segmental effect of possessive lengthening

is slightly different from that of other dialects. When the lengthened word ends in
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a coda consonant, possessive lengthening adds an additional vowel () to the end
of the word rather than lengthening the stem vowel.

(4.3) a-ygjdy ‘cL7-story’ (HL)
(4.4) a-ygjdysd be ‘their story’ (HY)

Munken has two stem tones whose extended variants depend on the tone of the
possessor: S (as in Abar), and M™. The other nouns undergo lengthening without

regard to the tone of the possessor.

Tone Form Gloss

M~ U-we ‘CcL3-moon’
M* u-wee ba ‘y’all’s moon’
M* i-wee be ‘their moon’
HM  t-wée md ‘my moon’
M* t-wee Nén  ‘Nang’s moon’

Table 4.6: Munken possessive lengthening, ML stem.

Tone Form Gloss

S a-gbé ‘cL3-rope’
H* a-gbée ba  ‘y’all’s rope’
H* u-gbée be  ‘their rope’
HM  G-gbée md ‘my rope’

S u-gbé€ Ndy  ‘Nang’s rope’

Table 4.7: Munken possessive lengthening, S stem.

The outcome of extension for other nouns is presented in table 4.8. While HL
extends to S in Missong, it extends to H* in Munken. Both M° and H™ are subject

to extension. HM extends to SM.®

8 Data on possessive lengthening of HM for dialects other than Biya and Munken is not available.
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Change Unextended gloss Extended gloss
L-— L* bd-mbdy ‘CL2-cow’ bo-mbdno md  ‘my cows’
M° — M* ¢i-nsd ‘cL19-needle’  ¢i-nssd md ‘my needle’
HL — H* a-ygjoy ‘cL12-story’ a-ygjdno md ‘my story’
H — H* miy-ké ‘CL6a-shah’ miy-kée mé  ‘my shah’
HM — SM  a-tsb ‘CL12-rooster’ a-ts35 md ‘my rooster’

Table 4.8: Munken possessive lenghthening, ML and S not included.

4.1.2.2 Dative and frustrative lengthening

Nouns which are immediately followed by the dative enclitic (cf. §10.7) or the
frustrative marker (cf. §13.7) may undergo extension, with the same effect be-
ing obtained in dative lengthening as in frustrative lengthening. While significant
differences between the dialects exist for possessive lengthening, dative and frus-
trative lengthening offer a lesser opportunity for variation, since the frustrative
and dative markers are both high toned in all dialects. A representative paradigm

is given for Munken in table 4.9. All noun stem tones other than S undergo

extension.
Change Unextended form Extended form gloss
L~ — L* mbdy mbooy ‘CL1-cow’
LT — M*  i-tsh 1-ts30 ‘cL5-cork’
M° — M*  ¢i-nsd ¢i-nsdo ‘cL19-needle’
M~ — HM a-kpa a-kpaa ‘CL12-shoe’
H- — H* i-bé i-bée ‘cL9-goat’
HL — H*  ki-wom-o ki-wém-o ‘cL13-war-cL13’
HM — SM  &-lom a-16mad ‘CL12-country onion’®
S—S Néy Nén [personal name]

Table 4.9: Unextended and extended forms of several nouns in Munken (dative
and frustrative lengthening).

While extension primarily affects nouns, clauses where the frustrative marker
immediately follows a verb are possible (cf. § 13.7.2), and extension occurs in these

cases. Some examples are given in (4.5)—(4.9), with the tonal change indicated.

9 Seeds of Afrostyraz lepidophylius
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(4.5) Né4p da u  ghée nd
N. D.NEG CL1 (a)fall.IRR FRUST
“Nang cannot fall.” (Biya; L* — M™)

(4.6) Né4p da u o el nd
N. D.NEG CL1 (c)contribute.IRR FRUST
“Nang cannot contribute.” (Biya; H* — H*)

(4.7) N&pa  sdoy nd mo
N. FUT (c)invite FRUST 1SG
“°Nang will not invite me.” (Biya; HL — H™)

(4.8) N&pa kpé nd
N. FUT (B)die FRUST
“*Nang will not die.” (Biya; S — S)

(4.9) m3 m-f3lo gbee 13
18G.FUT 1sG-(c)tangle (a)fall FRUST
“T will not get wrapped up and fall.” (Munken; L~ — L*)

4.1.2.3 Distribution of extended and non-extended tones

Outside of the specific contexts exemplified above, there is a somewhat restricted

distribution of extended and unextended tones.

4.1.2.3.1 Nouns The great majority of lexical nouns appear only with one of
the unextended stem tones. Munken has a few nouns whose citation form is L*
(e.g., i-tsd ‘CL5-cork’), and several Biya nouns (most of which are in class 9) have
citation H* tones.

In all dialects except Missong, deverbal nouns (called ‘infinitives’) have an M°
or L* stem tone when formed from set A verbs, and an H™ or H* stem tone when
formed from set B or C verbs. (see §7.1 on the A/B/C naming convention for
verbs). Deverbal nouns with a monosyllabic stem in Munken show the unextended
tone, as do those in Abar, unless the stem vowel is extra-long (cf. §4.2.1.2), in

which case the extended tone is witnessed. Deverbal nouns with monosyllabic
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stems in Biya appear to freely vary between the non-extended and the extended
tone. Deverbal nouns with disyllabic stems always have an extended stem tone.

Examples of the possible tones on Abar infinitives are shown in table 4.10.

CV CVvvV CVCV
SET A ‘fall’ ‘dig’ ‘uproot’
Irrealis form gbe buu woho
Infinitive i-ghe i-buu i-waho
SET B ‘come’ ‘mooch’
Irrealis form  t1 laha
Infinitive i-t1 i-laha (HY)
SET C ‘meet’”  ‘hang’ ‘decide’
Irrealis form  t{ th (H*)  séle (HY)
Infinitive i-t{ i-th (HY) i-sdle (HY)

Table 4.10: Tone on Abar infinitives, by stem shape and lexical class. Extra-long
vowels not found in set B verbs.

4.1.2.3.2 Verbs The inflectional distinction between realis and irrealis verbs
(cf. §7.1) corresponds partly to a split between unextended and extended tones.

Table 4.11 summarizes the coincidence.

Realis tone Irrealis tone Category

L~ L* A

S ML B (PFV)
HL H* B (1pFVv)
HL H* C

Table 4.11: Realis tones are unextended, and irrealis tones are extended. The
pair in the shaded cells is unclear since S is found as both an extended and an
unextended tone, and data is lacking for the ML tone under extension.
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4.1.3 Tone sandhi in Missong

Tone sandhi is observed in Missong between consecutive verbs.!? Set A verbs in
their irrealis form (a category which includes imperatives, remote past, and some
types of subordinate clauses; see §7.1) undergo a tone change which is triggered

by an immediately preceding verb, as examples (4.10) —(4.12) illustrate.
(4.10) tse ‘gol
(4.11) wdy ‘squeeze'! [honey]!’
(4.12) tse w3y ‘go and squeeze [honey]!’

As examples (4.10)—(4.12) show, a set A verb normally bears an L* tone
(realized as M° outside of slow speech) in a simple imperative sentence with only
one verb. However, when the imperative sentence contains two consecutive set A
verbs, the second one is realized with a superhigh tone instead of the expected
mid tone. Sandhi on a set A verb is also triggered by a preceding set C verb in its
irrealis form, as in (4.13). The sandhi is not observed in realis forms (4.14).

(4.13) ma sé a-dé WO

(c)soak.IRR (a)descend.IRR CL6-bean CL6.CL6G.DET
“®Soak the beans!” (Missong)

(4.14) N&g mb ) a-dé wO
N. (c)soak.IPFV (a)descend.IPFV CL6-bean CL6.DET
“°Nang is soaking the beans.” (Missong)

10 The term “sandhi” is chosen because of the similarity to phonological processes referred to by
the same name in Sinitic languages. Although the tonal changes are restricted to a certain word
class and to a certain morphological category within that word class, they do not convey any
morphological information beyond what the input tones taken individually do.

1 The verb glossed as ‘squeeze’ refers to the action of gently squeezing honeycomb which has
been soaked inside of a bucket full of palm wine so that the sugars dissolve and the eluted chaffs
eventually rise to the top. A bucket so prepared, after covered for 2—3 days and strained, will
yield honey wine, a popular and intoxicating drink of ritual importance. The object of the verb
is understood to be %-j5 ‘CL5-honey’.
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When there are three or more verbs in sequence, the tone change occurs in
such a way that the same verb may not be both a trigger and a target of the
sandhi process, with the effect that in a sequence of (monosyllabic) set A verbs
in their irrealis forms, every other verb, starting with the second one, will have a
superhigh tone.

(4.15) tse w3y foa 1-jd

(A)go.IRR. (A)squeeze.IRR (a)sell.IRR CL5-honey
“°Go and squeeze and sell honey!” (Missong)

(4.16) tse w3y foa kp&ha 1-j5 j1
(A)g0.IRR (A)squeeze.IRR (a)sell.IRR (a)last.IRR CL5-honey CL5.DET
“°Go and squeeze and sell the last of the honey!” (Missong)

The change is not triggered by a Set B verb in its perfective form (4.17),
however, the imperfective form of a Set B verb may serve as a trigger (4.18). Up
to this point, the pattern can be summarized as follows: a verb with an underlying
L* tone (i.e., set A irrealis) is realized with an S tone when immediately preceded
by a verb with either an H* (i.e., set C irrealis or set B imperfective irrealis) or
L* tone.

(4.17) taha foa -5 i

(B)remove.honey.IRR (a)sell.IRR CL5-honey CL5.DET
“°Remove and sell the honey!” (Missong)

(4.18) 13 Nnéy
(B)fry.IPFV.IRR (A)stay.IPFV.IRR
“°Be frying!” (Missong)
The pattern becomes complicated when disyllabic set A verbs are considered.
In a two-verb sequence, a disyllabic set A verb functions the same as its monosyl-
labic counterpart, either triggering (4.19) or undergoing (4.20) the tone change,

depending on its position in the sequence. However, in longer sequences, a disyl-

labic set A verb may function simultaneously as both a trigger and a target. When
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it bears this dual function, its tone changes to a high falling tone rather than to a

superhigh tone (4.21).

(4.19) kaso k¢ bi-teogbe b1
(a)tie.IRR (a)share.IRR CL8-groundnut CL8.DET
“Tie and share the groundnuts!” (Missong)

(4.20) tse késo bi-teogbo b1
(A)go.IRR (A)tie.IRR CL8-groundnut CL8.DET
“Go tie the groundnuts!” (Missong)

(4.21) tse késo kpéha bi-teogbe bt
(A)g0.IRR (A)tie.IRR (a)last.IRR CL8-groundnut CL8.DET
“Go and tie the last of the groundnuts!” (Missong)

Since a C class verb, which has a high tone in its irrealis form, can trigger the
tone change, the sequence A—C—A of verbs in their irrealis forms is realized with
the pleasant sounding tonal sequence L*-H*-S.

(4.22) tse ma sé a-dgé WO

(A)go.IRR (c)soak.IRR (a)descend.IRR CL6-bean CL6.DET
“Go and soak the beans!” (Missong)

Sandhi is not observed in any other Mungbam dialect.

4.2 Vowels

The bulk of the section on vowel phonology is dedicated to a discussion of vowel
length differences in the dialects (§4.2.1). Also discussed is a process of vowel
elision, where function words combine phonologically with a neighboring word if

two vowels meet across a morpheme boundary (§4.2.2).
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4.2.1 Vowel length

While not entirely irrelevant from a phonetic point of view, vowel length plays a
rather restricted role in the phonology of Mungbam. Nevertheless, vowel length
properties, even phonologically insignificant, provide information which is poten-
tially important from a comparative perspective.

There are two types of vowel length properties of interest: intrinsic length
(§4.2.1.1) and contrastive length (§4.2.1.2). Intrinsic length is a length difference
which is predictable given the quality of the vowel and the type of syllable it
appears in, and it is said to exist on the basis of my impressionistic judgments.'?
Contrastive length is a length difference between vowels of the same or nearly
the same quality in the same context, and as its name suggests it can be used
to differentiate lexical items. Intrinsic length is observed at least in Munken, but
probably exists in all of the dialects, while contrastive length is found only in Abar
and Missong.

There are three vowel lengths: extra short, regular, and extra long. Extra short
vowels are restricted to closed syllables in all of the dialects except for Missong. In
Missong, extra short vowels are additionally found in some Set B verbs having CV
shape. Extra long vowels are found only in Abar, and appear to have developed

in that dialect due to the vocalization of intervocalic *I.

4.2.1.1 Intrinsic length

In Munken and Biya, there are no contrast-bearing differences in vowel length.
Munken, however, has non-contrastive differences in vowel length in closed sylla-
bles which will here be called intrinsic length. Speakers tend to be somewhat aware
of these length differences, but they do not always produce them consistently when

paid to repeat words for two hours at a time. The two Biya consultants with whom

12 Though in principle these judgments could be confirmed by spectral analysis on recorded data.
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I worked primarily in 2012 did not produce intrinsic length effects reliably enough
for me to come to any conclusions as to whether the effect is present in Biya.
Table 4.12 classifies (for Munken) combinations of vowel and coda consonant by

whether the vowel is intrinsically short, intrinsically long, or the combination is

unattested.
m n )

i short

u short
e short

o short short
¢ short short short
o> long short
o short short short
a long long  short

Table 4.12: Classification of vowel-coda combinations by the intrinsic length of the
vowel (Munken). Shaded cells indicate combinations not found in the set of ~250
verbs used for phonological elicitation.

As table 4.12 shows, most vowel-coda consonant combinations contain an in-
trinsically short vowel. The two intrinsically-long combinations with vowel /a/,
however, are of high frequency, so short vowels do not predominate in token fre-
quency as they do in type frequency. It is also interesting to note that in Munken,
verb stems with a closed syllable, coda n, and a back stem vowel are not found.
Such a lexical gap is not found in the other dialects. Examples of intrinsically
short vowels are given below as part of the discussion of the vowel length contrast
in Abar (§4.2.1.2.2). Data on intrinsic length is limited to verb stems, and it

cannot be said whether these generalizations extend to nouns as well.

4.2.1.2 Contrastive length

Vowel length contrasts are observed in Abar and Missong. In both cases the

functional load is rather low. In Abar, there is a contrast between normal and



96 CHAPTER 4. PHONOLOGY

extra-long vowels, while in Missong, the contrast is between normal and extra-

short vowels.

4.2.1.2.1 Extralong vowels (Abar) Contrastive extra-long vowels are found
in Abar. Such vowels are found mostly in verbs, and only in verbs of set A and
C. Exact minimal pairs are difficult to find, though one which differs only by tone

extension (see note in §4.1.2.3.1) is given in (4.23) - (4.24).
(4.23) 1sa (H™) ‘()to entertain’
(4.24) 1-sad (H") ‘(c)to decide’ (Abar)

Comparative evidence suggests that the extra long vowels were created as a
result of the loss of intervocalic *{ in disyllabic verb stems. The putative historical
*] is preserved in Munken, which witnesses /-Vio/ in cognates for the majority of
Abar verbs with an extra-long stem vowel. Some examples are given in table 4.13.
There are no Abar verbs with extra-long vowels corresponding to an intervocalic

consonant other than /1/ in other dialects.

Abar Munken gloss

saa salo ‘decide’.c
kpaa kpalo ‘cross (ankles)’.c
juu jolo ‘make noise’. A
gee gelo ‘go around’.C
buu  bwolo ‘hatch’.A
[Je]e} colo ‘loosen’. A
cii selo ‘string up’.A
tii tilo ‘undress’. A
suu celo ‘insult’.C
naa nalo ‘stretch’. A

Tsee ¢ ‘select’.c
juu jo ‘entertain’. A
tuu to ‘support’. A

Table 4.13: Extra-long vowels in Abar formed via vocalization of historical inter-
vocalic /1/, preserved in Munken.
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Examples listed at the bottom of table 4.13 are those where the correspondence

between an extra-long vowel in Abar and an intervocalic /1/ in Munken does not

hold.

4.2.1.2.2 Extra-short vowels In Abar and Missong, an extra-short variant
of /a/, transcribed /a/, contrasts with /a/ in closed syllables. In Missong, the
long and short variants seem to have nearly the same quality, while in Abar the
short variant is slightly raised, with a pronunciation close to IPA [e]. Exam-

ples (4.25)—(4.26) give a minimal pair which has the same transcription for both

dialects.
(4.25) nam ‘tiptoe!’
(4.26) pam ‘be stingy!” (Abar/Missong)

Contrastive extra-short /&/ in Abar has (approximately) regular correspon-
dences with intrinsically short vowels in Munken, with the correspondent partly

determined by the coda consonant (table 4.14).

Abar Munken gloss

tsay 33y (B)see’
by b3y ‘(a)greet’
gay  gdy ‘(B)carry’

Ctean tedy ‘(a)dance in the middle’
fay fay ‘(B)remain’
bary by ‘(8)lock’

“tin tén  ‘(o)fasten/rear animal’
tsan  ts€n ‘(B)be drunk’

“kam  kSm  ‘(a)slaughter’
tam  tom ‘(8)shoot’
nam  nam ‘(B)be fat’

Table 4.14: Correspondences between Abar /a/ and intrsinsically short Munken
vowels in closed syllables.
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The correspondences in table 4.14 suggest one possible scenario for the de-
velopment of different vowel qualities. An earlier system with a smaller number
of vowel quality distinctions in addition to length distinctions may have at some
point developed length-dependent quality differences. Additional data from intra-
and inter-dialectal variation in noun class prefixes (§5) will suggest that /o/ in
closed syllables should in most cases be reconstructed as a short /&/.

Extra-short vowels are additionally found in open syllables in a handful of
Missong verbs of set B. These are listed in table 4.15. Although it does not
carry a high functional load, it appears to be contrastive, as pairs like fa ‘fly’

and fa ‘struggle’ are attested.

ba ‘be tired” seé ‘decide’

ké ‘detour’ i ‘enthrone’
to ‘come’ td ‘fell”

dzs ‘eat’ dz>  ‘travel’

fa fly’

Table 4.15: Extra-short vowels in Missong Set B verbs.

4.2.2 Vowel elision

In Mungbam, the major strategy for resolving vowel hiatus (cf. Casali (1996))
or the occurrence of two vowels separated by a syntactic word boundary, is eli-
sion. The process is illustrated in (4.27)—-(4.29). The word meaning ‘hair’ in
Biya, d-fwi,'> normally starts with the vowel u, and the comitative marker in
Biya normally ends with the vowel o. In situations where the comitative marker
precedes this noun, or any other noun with a vocalic prefix, the comitative marker
and the noun class are very frequently (though not always) realized as a single
syllable whose nucleus has the same vowel quality and tone as the noun class

prefix.

13 Tts plural, in class 4, refers to multiple heads of hair.
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(4.27) bt le win  ufwi ¥
(B)plait (A)VENT (B)keep CL3-hair 3SG.POSS
“...plaited her hair...” (Biya)

(4.28) b5  kénd
COM CL12-thing
“...with a thing...” (Biya)

(4.29)  bii-fwi it
COM.CL3-hair 38G.POSS
“...with her hair...” (Biya)

Lexical nouns, some preverbal pronouns, and grammatical morphemes with
segmental form a are the only words which can begin with vowels. Elision in
Mungbam is therefore restricted to sequences of a vowel-final word and one of these
aforementioned vowel-initial words. Certain types of junctures do not occasion

elision. Coalescence is not observed with nouns in IAV position, as (4.30)—(4.31)

illustrate.
(4.30) ma3 u-kp3o
(a)take.IRR CL3-money
“...take money...” (Missong)
(4.31) 1-bi=n i-fwi

CL5.INF-(B)plait=DAT CL4-hair
“...to plait [peoples’] hair.” (Biya)

Elision is also not observed, except occasionally in rapid speech, between a noun
and a following modifier. Example (4.32) shows two junctures with unresolved
hiatus.

(4.32) wan u-le u-tedlo t-kinkjin

cL1.child cL1-other cL1-female CcL1-small

“...another small girl child...” (Munken)
Contexts where elision generally is observed are listed below, along with refer-

ences to relevant examples. No systematic evaluation has been made to determine
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whether elision involves compensatory lengthening, though my impression is that

this is likely to be the case.

e between comitative marker and vocalic noun class prefix (4.33)—(4.34)

e between subject pronoun and future or negative marker (4.35) - (4.36)

between vetitive marker and vocalic prefix or pronoun (4.37)

between ‘then’ marker and vocalic prefix or pronoun (4.38)

between preposition and vocalic prefix (table 10.5, p. 307)

(4.33) / b3 1-pafo /
md ald kpé [ bi-pafo |
1sG P2 (B)die cOM.CL5.INF-(B)be.sick
“°T died (figuratively) of sickness.” (Biya)

(4.34) /ké 4-kén /
T-ndso a fi [ ka-kén ]
CL5-stone PREP LOC.head CcOM.CL6-hand
“...on a stone by hand.” (Missong)

(4.35) /<3 4/
[sd] nay di a et 1=nd
1PL.FUT (a)go (c)say PREP CL1.wife 3SG.POSS=DAT
“We will go and say to his wife...” (Munken)

(4.36) /s34
[s8] w3 kdm h3
1PL.NEG (B)hear.IRR (a)again.IRR S.NEG
“We have not heard...” (Munken)

(4.37) /kéa/
[ka] kom  tsam dzdy €
VET.2SG (a)again (a)talk (a)again thus
“Don’t talk [about that] again...” (Munken)

(4.38) /mdi/
i-ge [mi] jalo  dén le
CL9-fowl then.CL9 (c)run (c)go.away (A)VENT
“The fowl then ran away...” (Biya)
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Complete data on the behavior of tone in vowel elision contexts is not available,
but the available data can be used to hypothesize about some likely generalizations.
For elision of the vowel in the comitative morpheme, the comitative tone is also
elided. For elision of the vowel in the ‘then’ marker, the fate of the tone in the
‘then’ marker is not known, since it has a low tone and the only examples of
following vocalic prefixes available are the low-toned class 1 and class 9 preverbal
subject pronouns (4 and 2, respectively). In other cases, it seems that both tones

remain, forming a contour when they are dissimilar.

4.3 Consonants

In this section are presented three common types of variation affecting consonants:
vocalization of foot-internal [ and n (§4.3.1), lenition of s and f to h (§4.3.2), and

nasal place assimilation (§4.3.3).

4.3.1 Sonorant consonant deletion

The diachronic change leading to the development of long vowels in Abar, dis-
cussed in §4.2.1.2.1, has a synchronic counterpart. A foot-internal syllable whose
onset is a sonorant consonant (i.e., n or [) may be optionally deleted, with compen-
satory lengthening. The Biya verb glossed as ‘(c)decide’, for example, has citation
form sals, but is realized as saa where it is attested in texts.

(4.39) bu sda a-bjam bwe

CL2 (c)decide CL3-hunting CL2.POSS
“They decided [to go] hunting.” (Biya)

(4.40) wan u-nu u f3 saa kS-mjd ka-kéy
cLl.child cL1-REL cLl Pl (c)decide CL12-thing CL12-DEM.PROX
k3
CL12.DET

“The child who decided this plan...” (Biya)
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The reduced forms are especialy common in high frequency collocations. Ex-

amples (4.41)—(4.42) show common phrases in Munken which appear at least as

often in reduced form as in non-reduced form.

(4.41) [ 4-néé]

/ a-ni nd/

CL12-thing REL

“Because. ..” (Munken)
(4.42) [ani a-dséé |

/ &-ni a-Gsi-18 /
CL12-thing CL12-(B)eat-ADJ
‘food’ (Munken)

4.3.2 Lenition of /s/ and /f/ to /h/

A type of free variation which is well-attested in Munken, and less so in the other

dialects, is variation between either stem-internal s or stem-internal f, and h.

In elicitation, consultants tend to have firm (and

mutually contrary) preferences

about whether they believe a word should be pronounced with s/f or with h, but

data from spontaneous conversation and narratives shows that speakers are not

fully consistent unto themselves as to which form they produce. Some words which

are found with variable pronunciation in texts are

presented in table 4.16.

‘Pl’ h&
‘S.NEG’ daha
‘cL3.fire’ 1-wdso
‘(B)excessively’ noho
‘CL3.money’ a-kpsfo
‘(B)ask’ bofo
‘(B)exit’ beso
‘(B)be.careful”  tofo
‘(B)roast’ fofo
‘CL6-eye’ a-dziso

8

dase
a-wéhe
noafs
a-kpsho
boho
behe
toho
foho
a-dzéhe

Table 4.16: Variable pronunciation in Munken of
f, s, or h.

words containing stem-internal
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Tt is not certain whether all words with stem-internal h have an s/f alternant:
Munken words such as u-kwehe ‘CL3-foot’, i-boho ‘CL5-buttocks’, for example, are
attested with only an h variant. However, all words which in citation have a stem-
internal s or f do appear to have an h alternant. There are no words which show
an alternation between s and f.

The variation also appears to have a diachronic basis, as citation forms of
cognate words vary across the five dialects with respect to whether they have a
stem-internal s/f or h. As table 4.17 shows, Abar is relatively deficient in words
with stem-internal s/f (these are attested, though: e.g., pifo ‘(c)whip’), and Biya

is relatively deficient in words with stem-internal h.

Gloss Abar Missong Munken Biya Ngun
‘(B)squeeze banga’ saha saha safo safo

‘(B)remove honey’  taha taha tafo tafo

‘(a)tie’ kaha kaso kehe kaha

‘(B)ask’ boho boho boho bufo boho
‘(B)roast’ foho foho fofo fufe

‘(a)burn’ taha toso toso tuse

‘(c)bend down’ kamho  kumfe komfo kwume
‘(a)breathe’ woho wofo nomfo womfo  womfo
‘(B)be sick’ paha naha naha pafo paha
‘(c)crack egusi’ bwehe bwaha bwehe bwaso bwaha
‘(a)think’ poho woghy nogho WO1Sso monho
‘(B)be careful’ toho tofo tofo tofo tofo
‘(a/c)open’ (c)wuho  (a)wuso
‘(c)yworry’ fomho fwomfo  fwomfo fwomfs

Table 4.17: Verbs showing varying witnesses of *s/*f in citation. Letter following
gloss indicates verb class. Shaded cells indicate no cognate and/or missing data.

4.3.3 Nasal place assimilation

Prefixes ending in a nasal (including syllabic nasal prefixes) assimilate to the place

of the following consonant. Examples (4.43) —(4.45) show assimilation of the first
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person singular subject prefix. Table 4.18 shows assimilation of the final nasal in

the class 18a and class 6a prefixes.

(4.43) m-bd n-lén
1SG-(a)search.IPFV 1SG-(B)tell.story.IRR
“...[that] T want to tell...” (Munken)

(4.44) Fkwi
1sG-(B)hold
“T have...” (Ngun)

(4.45) ji-jion ti~t1 ia
18G-(c)forget VFOC~(c)also thus
“I've also forgotten...” (Biya)

mun-say  ‘CL18a-necklace’ BY

mun-13 ‘cL18a-other’ MK
mupn-na ‘cL18a-bird’ MK
miy-kdlo ‘CcL6a-shah’ BY
mim-bis ‘CL18a-cat’ MK

Table 4.18: Assimilation of final nasal consonant in class 6a and 18a prefix.

The process does not generalize to assimilation of a coda nasal in an accented
syllable. The following disyllabic words show a coda n which does not assimilate
to a following s or f: bdyss ‘before (Biya)’, lapfo ‘rinse (Munken)’, wopso ‘(a)think
(Biya)’.



Chapter 5

The noun class system

A Bantu-like noun class system is a type of agreement system found in virtually
all Bantu and Bantoid languages. It is superficially similar to gender agreement
systems found in various European languages. Example (5.1) shows gender agree-
ment in Latin. The form of the underlined nouns partly indicates their gender, and
and the form of the possessive pronouns (in square brackets) is partly determined

by the gender of the noun they modify.

(5.1) qui loquitur ~ veritat-em in cord-e [su-o]:
who.M.SG.NOM speak.3SG truth-F.SG.ACC in heart.N.SG.ABL 3SG.POSS-N.SG.ABL
qui non eg-it dol-um in lingu-a
who.M.SG.NOM NEG act.PST-3SG trickery-M.SG.ACC in tongue-F.SG.ABL
[su-a]
3SG.POSS-F.SG.ABL
“...He that speaketh truth in his heart, who hath not used deceit in his
tongue ...” (Vulgate Bible, Psalms 15:3)*

Similarly, in Mungbam (example (5.2)), the underlined noun has a prefix which

indicates its noun class, and the determiner-like modifier (in square brackets) takes

! In the Latin example, glossing abbreviations not used in Mungbam also are as follows: M: mas-
culine; NOM: nominative; F: feminine; ACC: accusative; N: neuter; PST: past.

105
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a prefix whose form is determined by the noun class of the noun it modifies.

(5.2) bo-tedlo [b3-15] st me
CL2-woman CL2-other (a)descend (a)take
“...other women go down and take...” (Munken)

The tradition for grammarians of Latin and other European languages is to
treat gender as a category separate from number: that a noun is of the masculine,
feminine or neuter gender does not preclude it from being either singular or plural.
The Bantu/Bantoid grammatical tradition differs at this point. Some noun classes
have singular reference, some have plural reference, and some have mass or non-
individuated? reference. The noun meaning ‘woman’, for example, belongs to
class 2 when it has plural reference, as in (5.2); and belongs to class 1 when it has
singular reference, as in (5.3).

(5.3) U-teulo u-le u o te kd  G-tsdy

CL1l-woman CL1-other CL1 (B)come.IRR COM CL3-pot
“Another woman is bringing a pot.” (Missong)

Since all noun classes are by convention strictly associated with a number cat-
egory, there is no need to include the number category of a noun (singular or
plural) in glosses for nouns so long as the noun class is indicated. Following Ban-
tuist convention, each noun class is assigned a numeral, with number specifications
as in table 5.1.

For any type of agreement system, it is possible to distinguish agreement trig-
gers and agreement targets. Following Good (2012:§2.1), I make a terminological
distinction along these lines: ‘class marking’ is used to refer to noun class marking
on a head noun, and ‘concord’ is used to refer to noun class marking on nominal

modifiers.

2 The term is intended more or less in the sense of ‘[relatively] indistinct from its background’,
as discussed by Hopper and Thompson (1980: 253); emphasis is placed on the treatment of mass
nouns and abstract nouns as non-individuated vis a vis their count and concrete counterparts.
Practically speaking, the term is chosen as a cover term for a group of nouns which have for the
most part mass and abstract reference.
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Number specification | Noun class
SINGULAR | 1, 3,5, 7,9, 12, 19
PLURAL | 2, 4, 6, 8, 10, 13, 18a
NON-INDIVIDUATED | 6a, 14

Table 5.1: Association between number specifications and noun classes in Mung-
bam.

Before moving into a presentation of the full set of noun classes, a short note will
be made on the regularity of the noun class marking system. Nouns in Mungbam
are highly regular insofar as suppletion in singular/plural alternations is very rare.
The only well-documented example of a noun with suppletive singular/plural vari-
ants is the noun translatable as ‘child’ (table 5.2). There are two distinct singular
forms (both in class 1) and two distinct plural forms (both in class 2) correspond-
ing to this gloss, and it is not clear which singular form corresponds to which

plural form.3

Dialect | scl sG2 pLl PL2
Biya - wd  wan ba-mbjin bd-tiy
Abar L w&  wa  a-bjay bd-toy
Ngun | wan  (ba-)bjagho  bs-tjon
Missong wd wa  (ba-)bjay —
Munken @ wd  wan bd-bjémo bd-kjsoy

Table 5.2: Singular and plural forms for the words meaning ‘child’ and ‘children’.
Shaded cells indicate missing data. Em dash indicates likely absence of cognate
root. Parentheses enclose prefixes which are found to be omitted in texts.

5.1 Previous work and chapter overview

Works prior to Good et al. (2011) which have treated Mungbam data in any detail

have been mainly concerned with the noun class system. The noun class system

3 See also §6.5 for a brief discussion of irregularity in the formation of possessed and vocative
nouns.
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can be worked out rather accurately in a short amount of time on an unfamiliar
language, so this choice of coverage is not unexpected.

The noun class structure of Mungbam was first discussed in Hombert (1980),
which incorporated data from Missong. Hombert’s work was aimed at reconstruct-
ing the noun class system of “Proto-Beboid,” a grouping which at the time included
what Good et al. (2011) referred to as the Beboid languages, in addition to the
Yemne-Kimbi languages. A sketch incorporating data from all five Mungbam*
dialects was presented by Farrar and Good (2008), though this work was never
officially published. Farrar and Good (2008) did not include the class 14 noted
by Hombert (1980) for Missong, but otherwise produced a sketch similar to that
of Hombert (1980), though enlarged in detail. A more complete sketch, nearly in
agreement with the present one, with refinements based on subsequent fieldwork
by the present author, was published by Good et al. (2011). The analysis of the
noun class system presented here supersedes all previous descriptions, though the
points of difference between this dissertation and earlier works are rather minor.
The main contribution as concerns the noun class system is to present the first
reconstruction of a “Pre-Mungbam” noun class system, and to attempt to provide
evidence for some of the less well-supported aspects of earlier analyses. Obviously,
the present work also goes into much more detail about the concord system than
any previous works have. This chapter, however, discusses the concord system
only in a general way, with specifics about individual concord elements deferred
until §6.3.

Section 5.2 provides a snapshot of the noun class system, presenting recon-
structed prefixes for a hypothetical common ancestor language to all of the five
varieties (“Pre-Mungbam”), and then briefly presenting the prefixes for each of the

five dialects. Section 5.3 discusses the issue of tone and noun class marking. Sec-

4 At that time the language was referred to as “Fon’.
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tion 5.4 lists all of the common singular/plural class pairings, giving examples of
nouns belonging to each class, including those which lack a singular/plural coun-
terpart (classes 6a and 14). Section 5.5 discusses in more detail three of the noun
classes (5, 7/12, and 13) for which relation to Proto-Bantu noun class with the
same number is not entirely straightforward. Finally, in §5.6 a broad outline of

the morphophonological processes available for marking concord is given.

5.2 Inventory of noun class prefixes

Table 5.3 collects several reconstructed systems of noun class prefixes: the pro-
posed Pre-Mungbam system, presented for the first time in this chapter, as well as
corresponding classes from Proto-Bantu (PB), Proto-Western Grassfields (PWG),
and Proto-Beboid (PBb). A firm tradition in the study of Bantu/Bantoid lan-
guages is to label each of the noun classes with a number which can be traced to
a reconstructed class in Proto-Bantu (PB), regardless of whether the relationship
between the modern language noun class and the PB class can be fully substanti-
ated, and regardless of one’s views on whether the proto-language ever existed at
any point in time. In this spirit, the Pre-Mungbam reconstruction presented here
is a working hypothesis, representing the best information presently available; it
is likely to be modified and expanded upon as new data is considered.

The Proto-Western Grassfields prefixes were originally presented in a study
by Hyman (1980b), who drew attention to the presence of nasals in classes 1, 3,
4, 6,9, and 10 in Eastern Grassfields languages of Cameroon,® and the absence
of nasals in those classes in the Western Grassfields languages. Pre-Mungbam

reconstructions are in line with PWG wis a vis the nasal /non-nasal patterning, with

5 The only Mungbam variety surveyed by Hombert (1980) was Missong, which in his sketch and
in the present work lacks class 12. Class 12 was diagnosed by Hombert in the Beboid languages
Mekaf, Noni and Bebe-Jatto.

6 These are the PB classes with nasals in their prefixes.
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Sg. ClL. i PM PB PWG PBb
1§ *u- *mi- *u(N)- *u-
3 *a- *mu- *a- *u-
5 *i- *3- *- *i-
6a i *ma- — *mo- *m-
7 i Fki- *ki- *ki- *ki-
91 M *ni- (N Hie
12 | *ka- *ka- *ka-?
14 | *bu- *Bii- *bu-
19 *fi- *pi- ML i
PlL CL i PM PB PWG PBb
2 i *ba- *Ba- *bs- *ba-
4 i - *mi- *- *i-
6 | *ma- *ma- *4- *a-
8 | *bi- *Bi- *hi-  *bi-
10 | *i- *1i- *ni- *i(N)— *i-
13 | *kie...-Co  *ti- ®i *kie (27)
18a i *mu- *mi- (18) *mun- (26)

Table 5.3: Reconstructed noun class prefixes for Pre-Mungbam (PM), with
Guthrie’s Proto-Bantu (PB) classes (Maho, 1999:51), Hyman’s Proto-Western
Grassfields (PWG) classes (Hyman, 1980b: 182), and Hombert’s Proto-Beboid
(PBb) classes (Hombert, 1980:86). Cedilla is used to distinguish super-high vow-
els; q.v. Hyman (1999:247). Shaded cells indicate no reconstruction proposed in
PWG. Numbers 18, 26 and 27 in parentheses indicate the numbering assigned to
a prefix in the source consulted.

the conspicuous exception of class 6. Proto-Beboid reconstructions were originally
published in early work by Hombert (1980). Although Hombert’s proposal unifying
the language grouping now known as Yemne-Kimbi (his Western Beboid) and the
grouping now known as Beboid (his Eastern Beboid) at the level of “Beboid” has
fallen into disfavor (cf. Good and Lovegren (2009)), his observations on certain
problematic reconstructions remain relevant to Mungbam.

Noun class prefixes for each of the five Mungbam varieties are given in ta-
bles 5.4 —5.7. Prefixes are presented in two columns, with singular or non-individuated
prefixes on the left and plural prefixes on the right. Rows are arranged so as to con-

tain actually-occurring singular/plural pairs. The shaded cells across from classes



5.2. INVENTORY OF NOUN CLASS PREFIXES 111

14 and 6a are intended as a reminder that these classes lack singular/plural coun-
terparts. Tone diacritics on prefixes are not meant to indicate the actual tone (or
analyzed underlying tone) on a prefix, but to indicate that the relevant classes
are distinguished from each other by relative higher or lower tones on noun stems
and/or concordant words. Prefix tones are not fixed, but are instead probabilisti-
cally determined from the associated stem tone (cf. § 5.3). Some general comments
are made in this introductory section, and each of the classes is discussed in more

detail, with examples, when the singular /plural class pairings are discussed in § 5.4.

Abar Biya
1 -/ 0- 2 bwe-/be-/a- 1 -/ O- 2 bo-
3 a- 4 i- 3 a- 4 i-
5L 1- 6 mwe-/moN-/a- 5L i 6 a-
5H i 13 i-/ki-..-(Ib) 5H i 13 ko-..-(lo)
12 ke-/a- 8 bi-/i- 12 ke- 8 bi-
9 i- 10 i- 9 i- 10 i-
14 bu-/u- 14 bu-
19  ¢i-/i- 18a mN- 19 fi- 18a mN-
6a  moN-/aN- 6a  N-

Table 5.4: Abar and Biya noun class prefixes.

Overall, it will be noted that Mungbam is conservative in retaining segmental
prefixes for all classes when compared to contemporary Yemne-Kimbi and Beboid
languages (See Good (2012: §4) for discussion). Table 5.5 illustrates this point in

comparing nouns from Munken and the neighboring language Mundabli.

Mundabli Munken gloss Mundabli Munken gloss

ghd a-kpé ‘cL3.house’ dz> i-kpé ‘cL4.houses’
yi i-dz€he  ‘cL5.eye’ yi a-dzéhe  ‘cL7/cL6.eyes’
ks a-kofo ‘cL7/cL12.bone’ ko bi-kafo ‘CL8.bones’
&u i-bé ‘cL9.goat’ &l i-bé ‘cL10.goat’

Table 5.5: Forms illustrating the loss of segmental noun class prefixes in Mundabli
vs. their retention in Munken. CL7/CL12 means that the noun is class 7 in
Mundabli and class 2 in Munken. (Lovegren and Voll, 2013)

Class 1 nouns with a g- prefix have for the most part a stem-initial nasal-stop se-
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quence,” with the nasal being syllabic in the singular form,® and syllabifying with
the class 2 prefix in the plural form (e.g., mbdy ‘cow’; bd-mboy ‘cows’ (Munken)).
Rather than reconstructing a nasal in the Pre-Mungbam class 1 prefix, I consider
the prefixless forms containing a syllabic nasal to have been a result of a general
sound change *uN >N.9 Forms for the class 2 prefix are rather consistent across
dialects, with the Missong form being treated as conservative, the schwa forms
resulting from a hypothesized reduction of short a. Support for this hypothesized
sound change is found in in Abar, which generally allows for initial consonants to
be dropped from noun class prefixes. In that dialect the vocalized variant of bo-
is a- rather than o-. The variant bwe- for class 2 in Abar (also for class 6) seems
to be an innovation involving a loss of distinction between the concordant definite
determiner and the noun class prefix (cf. also discussion in §5.5.2). Class 3 and
4 prefixes have a uniform form across all Mungbam dialects, and also agree with

the PWG and PBb reconstructions.

Missong Munken

1 u/0- 2 ba- 1 -/ O- 2 bo-

a- 4 i- 3 a- 4 i-
5L 1- 6 a- 5L 1- 6 a-
5H i- 13 ki-...-(Co) 5H 1- 13 ki-...-(lo)
7 ki- 8 bi- 12 a- 8 bi-
9 i- 10 1- 9 i- 10 1-
14 bu- 14 bu-
19 fi- 18a mu- 19  ¢i- 18a mu-
6a  aN- 6a  N-

Table 5.6: Missong and Munken noun class prefixes.

7 Some exceptions: wd ‘CLl.child’; nam ‘cLl.husband’; bwé ‘CLl.friend’ (Munken); dém ‘fish
type’ (Biya).

8 Such words are considered to be disyllabic with a syllabic nasal rather than monosyllabic
with a prenasal stop for the following reasons. First, syllabic nasals are found as prefixes, so
positing a syllabic nasal here adds no complexity to the overall description of the phonotactics.
Second, the pre-stop nasals in class 1 nouns, together with the stem syllables, form tonal se-
quences comparable to those found on uncontroversially disyllabic nouns (e.g., mban ‘cL1-shin’;
¢i-nsd ‘CL19-needle’ in Munken) rather than simply assimilating in tone to a neighboring sylla-
ble. Third, the syllabic nasals in class 1 nouns can absorb preceding non-segmental tones (see
examples in table 10.5, p. 307). Finally, by the author’s experience doing a day of elicitation
in Shupamem, which has prenasalized stops and not syllabic nasals (Nchare, 2011), Mungbam
syllabic nasals are palpably longer in duration from an impressionistic standpoint.

9 Evidence for this reconstruction is rather scant. See §5.4.1, below.
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Class 5 is bifurcated into high-tone (5H) and low-tone (5L) versions in the
individual dialects, and is reconstructed without a tone in Pre-Mungbam (see
discussion in §5.5.1). Class 6 shows a non-nasal prefix a- in all dialects except for
Abar, yet nasal concord forms are found in Abar, Munken and Biya. The class 6
concord forms in Biya and Missong are indistinguishable from class 3 concord
forms. One troublesome aspect of the Mungbam noun class system is the presence
of a class in Missong which is most naturally related to PB class 7, but whose
homologue in the other dialects is a class best treated as related to PB class 12

(see §5.5.2). Class 8 is uniform in all dialects and is more or less unchanged from

PB.
Ngun

1 -/ 0- 2 be-
3 a- 4 i-
5L 1- 6 a-
5H i 13 ko-...-(Co)
12 ke-/a- 8 bi-
9 1- 10 i-
14 bu-
19  fi- 18a  mN-
6a  N-

Table 5.7: Ngun noun classes.

Classes 9 and 10, which form a singular/plural pairing, are formally indistinct
from classes 5L and 4, respectively. Although the prefixes are segmentally identi-
cal, every singular/plural pair of nouns in class 9/10 is distinguished by a difference
in stem tone (see examples in table 5.19). On semantic grounds, however, they are
set apart and show clear correspondence with PB 9 and 10, corresponding almost
entirely to nouns referring to animals. Another problematic class from the point
of view of reconstruction is class 13. Discussion of this class is found in §5.5.3.
Class 14 has a very small membership, and shows semantic and formal congruence
with PB class 14. Class 19, which is a diminutive class, is also uncontroversially

related to the PB class with the same number. The plural correspondent of class
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19, here called 18a corresponds most closely in form to the PB locative class 18.
Rather than selecting a number which would not be recognizable to Bantu schol-
ars (as with Hombert’s 26), I follow the approach of designating an ‘a’ class which
resembles a PB class either in form or semantics, but not both (see Doke (1927);
Hyman (1980b: 183)). This explains the labeling of class 6a, which is reconstructed
for PWG and PBb, but notably absent from PB. This class has in Mungbam (as
it does in other Western Grassfields languages (Hyman, 1980b: 183)) clearly cir-
cumscribed semantics, referring to liquids and amorphous solids (e.g., water, oil,

earth).

5.3 Tone and class marking

It was remarked in §2.4.2 that if all of the possible prefix-stem tone combina-
tions were considered for a given dialect, then a great majority of nouns could
be segregated into a group of nouns bearing ‘major’ tonal sequences—those where
knowledge of the stem tone allows the prefix tone to be known as well. This general
tendency is summarized in table 5.8, which gives the attested prefix tones for each
stem tone. When two prefix tones are given, and one is underlined, the underlined
tone is associated with a ‘major’ tone sequence, and the non-underlined tone is

associated with a ‘minor’ sequence.

Stem Prefix Stem  Prefix
L~ L, St L* L, H
M° L M-~ LM
H- L, M, st H* M, H
ML M, H HL M, H
HM H S H

Table 5.8: Prefix tones corresponding to each stem tone. ¥ = Munken only. Un-
derline indicates the prefix tone which is most frequent, where two are possible.

In the case of HL stems, H is the ‘major’ prefix tone for Missong, while M is
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the major prefix tone for other dialects. The H" stem tone is, as noted in §2.4.2,
exceedingly rare in nouns, and any noun containing it would fall into a ‘minor’
class. In the case of the L™ and H™ stem tones, the alternate S prefix tone is
restricted to Munken, and in that dialect S prefixes are very rare. As for H™ stems,
the data is a bit cloudy; a large number of Biya nouns originally transcribed M-H
were later decided to be L-H; since these nouns were not rechecked for all dialects,
it is not clear whether there is a clear choice of ‘major’ prefix for H™ stem tones.
The S-L~ tone sequence is restricted to two proper names, and the S-H™ tone

sequence is found only on about a dozen nouns, most of which belong to class 6a

(table 5.9).
S-L~ S-H~-
mbu  ‘CLl.quarter name’ | fi-né ‘CL6a-water’
td ‘cL1.Kwifon house’ | fi-ta ‘cL6a-achu’?

¢i-ngd  ‘CL19-garden egg’

Table 5.9: Nouns in Munken with S-tone prefix.

One interesting consequence of the patterning of S-H™ nouns in Munken is
that if a noun falls into class 6a, it has a high probability of having the S-H™ tonal
pattern. Furthermore, if a prefix has a superhigh tone, it has a high probability
of being a class 6a prefix.

This leads to the idea that certain noun class markings are inherently associated
(in a probabilistic) way with certain prefix-stem tone combinations. It will be
noted, for example, that superhigh stem tones are never found on native nouns
belonging to class 1, class 5L, or class 9. Superhigh stem tones are also very rare
in class 2 nouns. In Munken, the only two known class 2 nouns with an S stem
tone are bd-tdbo ‘cigarettes/tobaccoes’, whose singular counterpart is a loan word,

and b3-bjémo ‘children’, which lacks a singular counterpart. However, the plural

10 A type of stew made with saponified palm oil and flavored with country onion (Afrostyraz
lepidophyllus) and bush pepper (Piper guineeense), traditionally eaten with pounded taro.
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counterpart of a class 5L or class 9 noun may itself have an S stem tone. In fact, S
is the most frequent stem tone for class 10 nouns. This leads to the situation where
most nouns with class 9/10 singular/plural pairings undergo changes in stem tone,
as the examples in table 5.10 illustrate (cf. also §5.4.5). As the words for ‘fish’
and ‘monkey type’ show, not all tonal alternations can be explained as a simple

avoidance of S stem tones in class 9, and preference for them in class 10.

CL9 SINGULAR CL10 PLURAL gloss

i-ci i-ef ‘animal’

i-gi -t ‘porcupines’
i-su st ‘fish’

1-kan i-kan ‘monkey type’
i-wly f-wiiy ‘pig’

i-bé i-bé ‘goat’

Table 5.10: Tonal alternations in nouns with class 9 singular and class 10 plural
in Munken.

Tonal alternations in singular/plural pairs are also found, though to a lesser
extent, in pairs of nouns with singular in class 5L. Examples of tonal alternations
in 5L/6 and 5L/13 singular/plural pairs can be found in §§5.4.3,5.4.7. Class 1/2
pairings, and other pairings not involving a class 1, 5L or 9 singular, generally
do not show tonal alternations related to class marking. Because of the affinity
for lower stem tones in these three singular classes, and because of their concord
behavior, they are called the ‘low’ classes, the remaining classes being called the

‘high’ classes.

5.4 Singular/plural class pairings

In the present section the classes are exemplified in pairs. In a canonical Bantu-like
noun class system, each singular class has exactly one corresponding plural class,

and each plural class has exactly one corresponding singular class. In Mungbam,
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like most languages with Bantu-like noun class systems, there exist cases of non-
unique mappings between singular and plural classes, and there exist classes, whose

semantics tend to be inherently non-individuated, which lack a singular or plural

distinction.

1 2
3 4
5 6
7/12 8

9 10

19 18a
13

Figure 5.1: Scheme showing correspondence between singular (left) classes and
plural (right) classes. Circled classes lack singular/plural counterparts.

Pairings designated by horizontal lines in figure 5.1 are normal in the sense that
they tend to correspond to the singular/plural pairings reconstructed for PB.!!
The teratogenetic'? pairings, designated by diagonal lines in figure 5.1, are those

which are innovative from a historical viewpoint, and, if excluded, would leave

11 By this criterion, 12/8 would not be normal, but see discussion in §5.5.2.

12 This macabre choice of term finds its precedent in linguistic analysis in the DC Circuit Court
case Alabama Power Company et al. v. Costle 636 F.2d 323 (1979), at fn. 80 of Justice Wilkey’s
opinion. Justice Wilkey considered the following phrase appearing in §165(b) of the Clean Air
Act:

“...[an expansion or modification of [a major emitting facility which is in existence
on the date of enactment of the Clean Air Act Amendments of 1977]], whose
allowable emissions of air pollutants...” (bracketing added)

At issue was whether the relative pronoun whose bound the bracketed noun phrase expansion
or modification. .., or a magor emitting facility. ... The EPA contended that it was the latter
case. Justice Wilkey overruled this interpretation, arguing:

Though this construction may be supported by one reading of the syntax, it is
so teratogenetic as to force us to reject it as an incorrect interpretation of the
provision.



118 CHAPTER 5. THE NOUN CLASS SYSTEM

behind a canonical'® residue with strict one-to-one pairings. The normal pairings
are discussed in §§5.4.1-5.4.6, with discussion of their semantics and examples
given. The teratogenetic pairings, and the phenomenon of variability in singu-
lar/plural correspondence, are discussed in § 5.4.7. Dialect names are abbreviated

in example tables in this chapter, according to the convention shown in table 5.11.

MK i Munken
MS | Missong
BY : Biya
NG i Ngun
AB : Abar

Table 5.11: Abbreviations for dialect names used in tables of examples in this
chapter.

5.4.1 Classes 1/2

The 1/2 pairing contains most noun lexemes referring to humans, as well as other
things of various semantics.'* When the stem begins with a nasal cluster, the prefix
is often zero, otherwise it is u-, save a few exceptional prefixless words. To the
examples given in footnote 7 may be added several loan words (e.g., tdboy ‘tobacco’
(Biya) (probably < Fr. tabac); lape ‘pagne’ (Munken) (< En. wrapper)), as well
as phonologically unassimilated'® English and Pidgin words arising through code

switching, as illustrated in (5.4), where the English word principal governs class 1

13 The term is used approximately in the sense intended in various works by Greville Corbett and
colleagues; a canonical noun class system would be one where all singular-plural pairs correspond
to singular-plural pairs reconstructed in PB. This does not mean that it is expected that a major-
ity of pairs in a Bantu/Bantoid language will be canonical. cf. remarks by Corbett (2007:§1.1):

The canonical approach means that I take definitions to