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A TYPOLOGICAL PUZZLE

3

▸ taking a page from Sapir (1921: 86-126)


▸ though no fowl shall be harmed in the present version


▸ all of the following utterances  
are responses to Scene 20 of Wilkins (2016 [1999])

Figure 1.1. Scene 20 of Wilkins (2016)
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(1.1) Hijazi Arabic (Saudi Arabia) 
          Li-man	 ði:h	   el-kita:b? 
          to-who	 this(SG)  DEF-book 
          ’Whose is this book?’ (Ali M. Alshehri, p.c.)


(1.2) German 
          We-m 	 	 	 gehör-t		 	 	 dies-es 	 	   Buch? 
          who-DAT.SG	 	 belong-3SG.PRS	 this-SG.N.NOM  book 
          ‘To whom does this book belong?’


(1.3) Japanese (colloquial) 
          Kono	hon	       dare=no? 
          this	 book	 who=GEN 
          ‘Whose book is this?’ (Mitsuaki Shimojo, p.c.)


(1.4) Japanese (formal) 
          Kono	hon(=wa)	 dare=no	 desu	 ka? 
          this	 book=TOP	who=GEN	 COP	 Q 
          ‘Whose is this book?’ (Mitsuaki Shimojo, p.c.)

A TYPOLOGICAL PUZZLE (CONT.)
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(1.5) Saliba-Logea (Oceanic, Papuan Tip) 
          Kaiteya	 yo-na	 	 	 tobwa	 ina? 
          who	 	 CL1-3SG.POSS	bag	 this 
           ‘Whose bag is this?’ (Margetts 2016: 261)


(1.6) Yucatec Maya (Mexico) 
          Máax	ti’a’l	 	 	 	 le=lìibro	 he’l=o’? 
          who	 property(B3SG)	 DEF=book	PRSV=D2 
          ‘Whose property is that book over there?’


A TYPOLOGICAL PUZZLE (CONT.)

Table 1.1. Summary of functional meanings expressed in (1.1)-(1.6)
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▸ what accounts for this differential distribution?


▸ my answer in a nutshell


▸ the functional meanings that are expressed in all 
languages are part of the speaker’s intended message


▸ the typologically variable functional expressions  
serve to facilitate comprehension

A TYPOLOGICAL PUZZLE (CONT.)

Table 1.2.  Communicative functions of constituents of (1.1)-(1.6)
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▸ but what mechanism causes non-redundant functional 
expressions to be distributed near-universally


▸ and redundant ones to be distributed  
much more variably?


▸ to account for this, we need to upgrade  
grammaticalization theory (GT)


▸ with a mechanism for functional selection 


▸ that boosts the grammaticalization  
of expressions adapted for communicative fitness

A TYPOLOGICAL PUZZLE (CONT.)

GT
FUNCTIONAL 
SELECTION 

MECHANISM
+ =

EVOLUTIONARY MODEL OF LANGUAGE 
CHANGE THAT ACCOUNTS FOR TYPOLOGICAL 

DISTRIBUTIONS

Figure 1.2. Grammaticalization and functional selection 
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‣ so what are functional expressions?


‣ morphemes that are part of the grammar of the language as 
individual expressions (but as types, not tokens)


‣ rather than as members of lexical/syntactic categories


‣ that is, there are construction templates/rules 
that reference the individual functional expressions


‣ e.g., in English


‣ the preposition of in possessive constructions


‣ the verb be in nonverbal predication 
and progressive aspect constructions

9

A THEORY OF FUNCTIONAL EXPRESSIONS
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‣ so what are functional expressions? (cont.)


‣ this then spells out the usual suspects


‣ function words 


‣ inflections


‣ highly productive and transparent derivations

10A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ so what are functional expressions? (cont.)


‣ this is not a new insight

11A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)

“Roughly, then, the total stock of elementary forms of a language can be split into two unequal portions: 
tea, write, and all other grammatically ‘unimportant’ forms go into one portion (by far the larger), while he, 
she, and all other grammatically ‘important’ forms go into the other. The deletion of anyone or two forms 
from the first portion would leave the grammatical system of the language essentially unchanged; the 
deletion of even a single item of the second kind would have drastic consequences. Equally drastic 
consequences could not be achieved by tinkering with the first portion unless we deleted all the members 
of some large form-class” (Hockett 1958: 261-262).
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‣ on this view, most, but not all, functional expressions are


‣ closed-class items


‣ grammaticalized


‣ e.g., gehören in (2.1) is an ordinary verb  
and ti’a’l in (2.2) an ordinary noun


(2.1) German 
          We-m 		 	 gehör-t	 	 	 dies-es 		        Buch? 
          who-DAT.SG	 belong-3SG.PRS	this-SG.N.NOM  book 
          ‘To whom does this book belong?’


(2.2) Yucatec Maya (Mexico) 
          Máax	 ti’a’l		 	 	 le=lìibro	        he’l=o’? 
          who	 property(B3SG)	 DEF=book	 PRSV=D2 
          ‘Whose property is that book over there?’ 

12A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ variables that form the basis  
of the classification of functional expressions


‣ combinatorial and semiotic properties


‣ ≈ semantic type (Montague 1970, 1973;  
Klein & Sag 1985; Cann 2000) 
 


‣ communicative function:  
discourse-prominent  
vs. inherently backgrounded

13A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 2.1. Lattice representing a taxonomy of nominal  
functional categories of English defined in terms of  
distributional classes (Cann 2000: 62)
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‣ communicative function/discourse prominence


‣ inspired by Boye & Harder (2012)


‣ classifies functional expressions into those that may 
express at-issue content and those that may not


‣ the latter are said to be inherently backgrounded

14A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ communicative function/discourse prominence (cont.)


‣ at-issue content: provides a (partial) answer  
to the context’s question under discussion (QuD)


‣ by reducing the number of live alternatives 
that are consistent with the discourse


‣ Carlson (1982), Klein & von Stutterheim (1987, 2002), van Kuppevelt 
(1995, 1996), Roberts (1996, 2012), Büring (1997, 2003)

15A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ communicative function/discourse prominence (cont.)


‣ the QuD of an utterance’s context  
determines the utterance’s information perspective 


‣ provided the utterance is felicitous  
and the discourse coherent


(2.3) a. [Q: Who ate the cake? — A:] FLOYD (did/ate the cake).


         b. [Q: What did Floyd eat? — A:] (He ate) the CAKE.


         c. [Q: What did Floyd do to the cake? — A:] EAT it / He ATE it.


         d. [Q: What happened next? — A:] FLOYD ATE THE CAKE.

16A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ communicative function/discourse prominence (cont.)


‣ inherent backgrounding of functional expressions  
means they cannot express at-issue content


‣ and thus cannot be focalized


‣ e.g., the past tense in (2.4) cannot be focalized


‣ stress on the auxiliary expresses ‘verum focus’


‣ but the negation can


(2.4) Q: DID Floyd eat the cake? — A: NO.


       

17A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ communicative function/discourse prominence (cont.)


‣ Boye & Harder (2012) treat discourse-primary expressions 
as not grammaticalized and not part of the grammar


‣ including demonstratives, pronouns, modals, etc.


‣ in contrast, the present approach  
allows for discourse-prominent functional expressions


‣ by treating discourse prominence  
as one of two (give or take) properties 


‣ that govern the classification of functional expressions

18A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ how communicative and combinatorial properties  
come together


‣ some discourse-prominent expressions are lexical, 
others are part of the grammar


‣ due to their semiotic and combinatorial properties


‣ what unites them is that they are needed to express 
the speaker’s intended message


‣ in contrast, inherently backgrounded functional expressions are 
redundant wrt. the intended message


‣ but instead serve to boost the odds  
that the hearer will infer the intended message 

19A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)



▸ the classifi

20

Redundant 
functional 
expressions 

serve to facilitate 
processing 

Figure 2.2. Classification of functional 
expressions in terms of communicative import 
and semantic type

Informative 
functional 
expressions 

typically express 
part of the  

speaker’s intended 
message

A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)



▸ predictions

21

Typologically variable, 
grammaticalizing in response to 

language-specific pragmatic “niches”
Near universally expressed

Strongly grammaticalized, 
shedding focalizability

Weakly grammaticalized, 
retaining focalizability

Figure 2.3. Predictions generated  
by the proposed theory  
of functional expressions

Cf. Boye & Harder 
(2012) on the role 
of focalizability 
in grammati-

calization

Average 
informativeness/

redundancy 
 

 
 

 


A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ this distinction between communicatively primary  
and secondary functional expressions is not a new idea


‣ and neither is the observation that the latter are 
typologically more variable than the former

22A THEORY OF FUNCTIONAL EXPRESSIONS (CONT.)

“We are thus once more reminded of the distinction between essential or unavoidable 
relational concepts and the dispensable type. The former are universally expressed, the 
latter are but sparsely developed in some languages, elaborated with a bewildering 
exuberance in others.” (Sapir 1921: 99).
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A SMATTERING OF DATA

24

▸ discourse-prominent expressions


▸ demonstratives have been argued to be present 
in all languages (Diessel 1999; Dixon 2003)


▸ exceptions arise in languages that use compositional 
expressions for exophoric reference


▸ such as French and Yucatec

(3.1) Yucatec Maya (Mexico) 
          Máax	ti’a’l	 	 	 	 le=lìibro	 (he’l)=o’? 
          who	 property(B3SG)	 DEF=book	PRSV=D2 
          ‘Whose property is that book over there?’

Table 3.1. French demonstrative paradigms 
(Diessel 1999: 37) 
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▸ discourse-prominent expressions (cont.)


‣ similarly, independent pronouns are present universally 


‣ though some languages  
have compositional pronoun stems


(3.2) Mundari (Mundar, India; Daniels 2013) 
          a-ñ  ‘I’              a-liŋ  ‘we.DU’           a-le  ‘we.PL’; 
          a-m  ‘you.SG’  a-ben  ‘you.DU’       a-pe  ‘you.PL


‣ Everett (2005) argues that Pirahã had no independent pronouns 
before borrowing some from Tupian languages


‣ Evans & Levinson (2009: 431) claim that


‣ Cormier et al. (2013) dispute this

25A SMATTERING OF DATA (CONT.)

“Sign languages like ASL (American Sign Language) also lack pronouns, using pointing instead.”
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▸ discourse-prominent expressions (cont.)

‣ all APiCS languages have expressions equivalent to


‣ demonstratives


‣ complex circumnominal forms often but not always involve  
augmentation with adverbs (‘the/that N there’)


‣ independent pronouns 


‣ interrogative pro-forms


‣ negations


‣ frequency adverbs


‣ cardinal numerals


‣ adpositions (defined purely syntactically)


‣ verbal and NP conjunctions (defined purely syntactically)

26A SMATTERING OF DATA (CONT.)
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▸ discourse-prominent expressions (cont.)


‣ person and number distinctions are restrictors on pronouns


‣ so it is not surprising that there are counterexamples  
to Greenberg’s Universal 42


‣ e.g., Everett (2005) reports that Pirahã does not express number 
either in nouns or in pronouns 


‣ there are eight languages in the APiCS sample  
w/ 1/2 or 2/3 syncretism (Haspelmath 2013) 


‣ Cysouw (2009: 39-65) discusses additional examples


‣ similarly, 14 of 75 sample languages  
lack distance distinctions in demonstratives

27A SMATTERING OF DATA (CONT.)

“All languages have pronominal categories involving at least three persons 
and two numbers” (Greenberg 1966: 96).



https://tinyurl.com/ycxk64pm

‣ restrictors

28A SMATTERING OF DATA (CONT.)

Table 3.2. Some restrictor types in the APiCS and WALS databases

Figure 3.1. Some restrictor types in the APiCS and WALS databases
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‣ “ex-nihilo” innovations


‣ innovation of functional expressions not inherited from the 
genealogical ancestor in the absence of a contact model


‣ in practice, absence of the type of functional expression in question 
in the other members of the genus 


‣ usually has to serve as a stand-in  
for evidence of absence of genealogical transmission


‣ prediction: innovations of discourse-prominent functional expressions 
are limited to transitions 


‣ between compositional and non-compositional expressions


‣ in contrast, ex-nihilo innovation of inherently backgrounded 
functional expressions ought to be more common

29A SMATTERING OF DATA (CONT.)
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‣ “ex-nihilo” innovations (cont.)


‣ evidence of ex-nihilo innovations of functional expressions 
is key proof of concept for any evolutionary theory


‣ ex-nihilo innovations directly attest  
to the evolvability of the particular type of expression

30A SMATTERING OF DATA (CONT.)
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‣ “ex-nihilo” innovations (cont.)


‣ a few attested examples of ex-nihilo innovations 
of functional expressions


‣ Wälchli (2018) discusses the emergence of gender  
in Nalca (Mek, Tanah Papua)


‣ Egyptian likely innovated articles and structural case 
(Levin 1992; Eitan Grossman, p. c.)


‣ Gullah (creole, Carolinas and Georgia) has numeral classifiers (Mufwene 
1986)


‣ but neither the lexifier nor any of the likely substrate languages does


‣ Matthew Dryer (p. c.) reports the innovation of an imperative mood  
out of an irrealis mood


‣ and a diminutive out of a neuter gender in Walman (Torricelli, PNG)

31A SMATTERING OF DATA (CONT.)
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STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS

33

▸ what is the probability of a given type of functional 
expression C being present in a particular language L?


▸ I argue that the answer depends on


▸ the phylogeny and areality (geography) of L


▸ the informativeness/redundancy of C


▸ the pragmatic resource ecology of L


▸ i.e., the extent to which L has grammaticalized 
pragmatic competitors of C
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‣ the role of phylogeny

34STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.1. The role of phylogeny in shaping the typological distribution of functional 
expressions: five scenarios. Key: Solid orange discs represent a feature of interest (here: a 
particular type of functional expression)
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‣ the role of contact/areality

35STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.2. The role of areality in shaping the typological distribution of functional expressions: 
two scenarios. Key: Solid orange discs represent a feature of interest (here: a particular type of 
functional expression); dotted line encircles a linguistic area.
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‣ correcting for phylogenetic and areal biases: APiCS


‣ pidgins and creoles are new languages 
that are in theory free of phylogenetic biases


‣ problems


‣ possible lexifier and substrate influences


‣ 58/76 APiCS languages 
have European lexifiers!


‣ possible contact influences,  
including areal ones


‣ cf. Blasi et al. (2017)


‣ some pidgins are only used  
as trade/auxiliary languages

36STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.3. Some restrictor types  
in the APiCS  and WALS databases
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‣ correcting for phylogenetic and areal biases: stratified sampling


‣ e.g. based on genera (Dryer 1989, 1992); 
geographic distance (Dryer 2018; Evers 2020)


‣ strength: conservative


‣ much more likely to  
produce a false negative 


‣ than a false positive


‣ weakness: we don’t know  
how to optimally stratify


‣ w/o knowing the size of phylogenetic and areal effects

37STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.3. Some restrictor types  
in the APiCS  and WALS databases
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‣ correcting for phylogenetic and areal biases: an alternative 
capitalizing on Grambank (Skirgård et al. 2023)


‣ Grambank comes much closer than WALS  
to being free of missing observations


‣ making regression modeling statistically feasible

38STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.4. Sample languages ⨯ variables in Grambank vs. WALS 
(Skirgård et al. 2023 Supplementary materials  
(DOI: 10.1126/sciadv.adg6175)



https://tinyurl.com/ycxk64pm

‣ correcting for phylogenetic and areal biases: an alternative 
capitalizing on Grambank (Skirgård et al. 2023) (cont.)


‣ for each type of functional expression C in Grambank (GB)


‣ compute for each phylogeny P the proportion pCP 
of members of P in which C is grammaticalized


‣ treat isolates and creoles as phylogenies


‣ average the result  
across phylogenies

39STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ correcting for phylogenetic and areal biases: an alternative capitalizing on 
Grambank (Skirgård et al. 2023) (cont.)


‣ using regression modeling  
to estimate the effects of areal and phylogenetic biases


(4.1)


‣ report four numbers to capture the typological distribution  
of each type of functional expression C 


‣ the total number of phylogenies in which C is grammaticalized


‣ p̅C — the mean by-phylogeny frequency of C


‣ 𝜷1 and 𝜷2 — the estimated extent of areal and phylogenetic biases 
(for those C for which P and/or A are significant)

40STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)
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‣ correcting for phylogenetic and areal biases: an alternative 
capitalizing on Grambank (Skirgård et al. 2023) (cont.)


‣ possibly in addition generate world trees showing 
ancestral state estimates for each functional expression?


‣ using e.g. INLA  
(Martins et al. 2013)

41STUDYING THE DISTRIBUTION OF FUNCTIONAL EXPRESSIONS (CONT.)

Figure 4.5. INLA-generated tree plot of GB feature  
74, Are there prepositions? “Tip point colors represent  
observed values: black = yes (there are prepositions),  
uncolored = no (there are not prepositions),  
gray = missing data. Branch colors represent  
probability estimates: yellow = higher probability  
that there are prepositions, purple = lower  
probability that there are prepositions.”  
(Skirgård et al. 2023: Supplementary Figure 5.)
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▸ grammaticalization theory (GT)


▸ grammar is the result of grammaticalization


▸ grammaticalization involves unidirectional change 
along loosely correlated scales


▸ of metaphoric/metonymic  
extension, semantic bleaching


▸ and morphophonological  
reduction


▸ Lehmann 1982; Heine &  
Reh 1984; Hopper 1981;  
Hopper & Traugott 1993; 
inter alia

AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION

43

Table 5.1. Grammaticalization processes 
(Lehmann 1985: 309)
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44AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ GT postulates that grammaticalization happens 


‣ and aims to provide a unified account of how it happens


‣ i.e., an account that identifies the various processes that 
potentially or necessarily accompany grammaticalization


‣ however, GT does not inherently explain  
why grammaticalization happens
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45AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals


‣ Lehmann (1985: 10-11): creativity (also, Haspelmath 1999b: ‘extravagance’)


‣ the more strongly grammaticalized an expression


‣ the less it satisfies the speaker’s desire “to give the fullest possible 
expression” to her intended meaning


‣ hence, speakers constantly creatively renew existing constructions  
with less grammaticalized ones


‣ but why do constructions tend to become more strongly grammaticalized 
over time, creating the need for creative renewal in the first place?


‣ and how do genuinely new constructions arise  
that don’t have a model in the language in question?

RENEWAL GRAMMATICAL-
IZATION

RENEWAL

Figure 5.2. The cycle 
of analytic and  
synthetic futures  
in Romance
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46AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals (cont.)


‣ Heine et al. (1991: 27-32): communicative need


‣ some concepts are inherently  
more grammatical than others


‣ expressions of less grammatical concepts are extended  
to expressing more grammatical ones


‣ through metaphor and metonymy


‣ in processes that resembles exaptations in biology


‣ these processes represent creative solutions  
to communicative needs


‣ but what is the causal efficacy of communicative need? 🤔
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47AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals (cont.)


‣ Boye & Harder (2012) (cf. also Keizer 2007)


‣ grammaticalization changes expressions from being 
‘discourse-primary’ to being ‘discourse-secondary’


‣ i.e., inherently backgrounded and therefore incapable 
of addressing the QuD (though B&H don’t use ‘QuD’)


‣ attrition and coalescence follow from thence


‣ this explains some of the properties of grammaticalization


‣ but it remains open what causes  
the creation of inherently backgrounded expressions
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48AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals (cont.)


‣ Hopper & Traugott (2003 [1993]: 71-74); Geurts (2000) (cf. also Zipf 1949):  
efficiency and informativeness


‣ competing motivations:


‣ maximization of efficiency via minimal differentiation  
vs. maximization of informativeness


‣ speakers strive to reduce the speech signal 
via routinization and signal simplification


‣ simultaneously, they seek to boost their expressivity


‣ thereby improving informativeness  
and simultaneously indexing social identities


‣ but how do these competing forces effect changes  
that propagate through the speech community?
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49AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ interlude: communicative efficiency and grammaticalization


‣ suppose the speaker’s intended meaning in producing 
utterance U is situation s


‣ the speaker estimates the probability p of the hearer 
inferring s if U contains expression C: p(s|C) 


‣ Tishby et al. (1999); Frank & Goodman (2012); Franke & 
Jäger (2016); Kemp et al. (2018); inter alia


‣ the communicative efficiency of C in U is proportional to p 
and inversely proportional to the effort involved in uttering C

     “The Principle of Communicative Efficiency:

      Communicate in such a way as to maximize the benefit-to-cost ratio.” (Levshina 2018:4)
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50AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ interlude: communicative efficiency and grammaticalization 
(cont.)

Figure 5.2. How grammaticalization (hypothetically) boosts communicative efficiency: 
Attempting a synthesis
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51AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals 
(cont.)


‣ Croft (2000): evolution (cf. also Beckner et al. 2009)


‣ the principal goal of evolutionary models


‣ explaining adaptive change  
through (“natural”) selection


‣ i.e., without invoking  
teleological causation

Figure 5.3. Selection, adaption, and population dynamics 
(https://flexbooks.ck12.org/cbook/ck-12-middle-school-earth-science-flexbook-2.0/section/17.4/primary/
lesson/adaptation-and-evolution-of-populations-ms-es/)
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52AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals 
(cont.)


‣ Croft (2000): evolution (cf. also Beckner et al. 2009)


‣ an evolutionary model of language change 
based on narrow  
biological analogies


‣ selection of a new variant 
is its success in diffusion 
and transmission


‣ Croft argues that selection is driven solely by social 
factors such as overt/covert prestige and social relations

Table 5.2. Croft’s (2000) extrapolation  
of Hull’s (1988) model to Language change
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53AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals 
(cont.)


‣ Croft (2000): evolution (cont.)


‣ communicative efficiency plays out  
solely in the minds of individual speakers


‣ in the form of altered replications that may be biased 
toward enhanced communicative efficiency
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‣ why does grammaticalization happen? Some proposals (cont.)


‣ Croft (2000): evolution (cont.)


‣ on Croft’s account, the propagation of grammaticalization would be 
independent of its communicative fitness


‣ but sociolinguistic forces are not sensitive  
to communicative fitness either


‣ so changes of decreasing fitness should be just as likely to propagate as 
changes of increasing fitness


‣ this seems to be at odds with the much-discussed 
(near-)unidirectionality of grammaticalization


‣ cf. Lehmann (2015 [1982]: 18-21); Bybee et al. (1994: 12-14); 
Hopper & Traugott (2003 [1993]: 99-139); Haspelmath (1999b)



https://tinyurl.com/ycxk64pm
55AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

‣ why does grammaticalization happen? Some proposals 
(cont.)


‣ Haspelmath (1999a: 190) (cf. also Hawkins 2014: 85-89): 
conditions on a functional-adaptive mechanism


‣ based on Keller (1994) and Lüdtke (1980)
Conditions on a functional-adaptive mechanism 
in grammaticalization


‣ existence of structural variation:  
speakers have a choice


‣ the choice is influenced by communicative fitness


‣ feedback loop: biased choice influences frequency; 
frequency influences grammaticalization 
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‣ sketching an explicit causal model 

56AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

Figure 5.4. An evolutionary 
model of grammaticalization
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‣ sketching an explicit causal model of the grammaticalization 
of redundant cue support

57AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)

Figure 5.5. An evolutionary 
model of the grammaticalization 
of redundant functional expressions
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‣ the impact of system ecologies: an example


‣ let 


‣ L: the language in question


‣ C2 = [x C1]: expression C1 augmented by redundant cue x


‣ (e.g., C1 is a nominal 
and x a demonstrative or pronoun used for optional definite marking)


‣ C3: a potential existing pragmatically overlapping cue 


‣ (e.g., an alternative definiteness cue, such as (flexible) word order)


‣ if L has a C3, p(I|C2) - p(I|C1) is lower than if L lacks C3


‣ hence, the presence of C3 reduces the probability  
that speakers will use x for optional definiteness marking


‣ and thus the odds of x grammaticalizing (e.g., into a definite article)

58AN EVOLUTIONARY MODEL OF GRAMMATICALIZATION (CONT.)
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SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING

60

▸ initial evidence that grammaticalization is indeed functionally 
adaptive comes from apparent tradeoffs 


▸ in what languages grammaticalize - examples:


▸ tradeoff between syntactic and morphological expression


▸ Nichols (1992); Siewierska (1998); Koplenig et al. (2017)


▸ John Shuey (ongoing research): near-complementary 
typological distribution


▸ between syntactic causatives 
and highly productive morphological causatives


▸ tradeoffs in the grammaticalization of tense, aspect, mood 
(Bhat 1999; Bohnemeyer 2000)
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▸ Evers (2021): investigating tradeoffs  
in the grammaticalization of definiteness


▸ rationale


▸ if the grammaticalization of inherently backgrounded functional 
expressions is a functional adaption 


▸ it should occur where there are functional “niches” for it


▸ and not elsewhere


▸ so it should be possible to predict which languages grammaticalize 
e.g. definite articles and which don’t


▸ on the basis of the presence/absence of alternative 
morphosyntactic definiteness cues

SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)
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‣ grammar sampling study: generating the sample


‣ a sample of 100 languages were randomly selected by an 
algorithm introduced in Dryer (2018)


‣ based on two criteria


‣ availability of a recent  
extensive description


‣ at least 30 languages 
spoken geographically 
in between each pair 
of adjacent languages 

62SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)

Figure 6.1. Map of the language sample 
of Evers (2021: 125)
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‣ grammar sampling study: procedure


‣ manually coding the sample languages for 8 variables 
selected from an original 16 after a pilot study


‣ on a sample of 32 languages  
at a distance of 50 languages in between


‣ run machine learning models to identify 
the strongest predictors of absence of definite articles

63SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)

Figure 6.2. Pilot (left) and final set of  
independent variables (Evers 2021: 88, 126)
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‣ grammar sampling study: findings

64SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)

Figure 6.3. Random forest models of the main sample  
predicting absence of definite articles 
(Evers 2021: 135)

Figure 6.4. Conditional inference tree 
of the main sample predicting absence  
of definite articles (Evers 2021: 136)
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‣ Evers followed this analysis up with two corpus studies 


‣ on Kalaallisut (Eskaleut, Greenland) 
and Colloquial Jakarta Indonesian (CJI)


‣ both of which lack definite articles


‣ she manually coded discourses in both languages


‣ and ran classifiers predicting definiteness 


‣ she found that models accurately predicted definiteness in


‣ 78% of arguments in CJI


‣ 90% of arguments in Kalaallisut

65SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)
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‣ additional evidence: event order in discourse 
(Bohnemeyer 1998, 2000, 2002, 2009)


‣ Yucatec Maya lacks both tense marking 


‣ and specific temporal connectives  
with meanings such as ‘after’ and ‘before’


‣ speakers are able to infer the order of events in discourse 
on the basis of aspect-mood marking


‣ and conversational implicatures

66SUPPORTING EVIDENCE: THE ECOLOGY OF DEFINITENESS MARKING (CONT.)
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‣ additional evidence: event order in discourse (cont.)


‣ in a referential communication task, Yucatec speakers were 
as successful in communicating contrastive event orders


‣ as were the German-speaking control group


‣ German having tense and specific temporal 
connectives, but only rudimentary aspect marking
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SUMMARY

69

▸ across languages, functional expressions fall along a 
continuum of informativeness/redundancy


▸ discourse-prominent expressions are capable of 
expressing at-issue content


▸ i.e., part of the speaker’s intended message


▸ they share this property with lexical expressions


▸ but differ from them in terms of their combinatorial 
properties and abstract, syncategorematic semantics
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▸ in contrast, inherently backgrounded functional expressions 
are communicatively redundant to varying degrees


▸ their primary purpose is to boost the odds 
that the hearer will infer the intended meaning


▸ their function is thus primarily metalinguistic 
and they tend to be more strongly grammaticalized

70SUMMARY (CONT.)
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▸ discourse-prominent functional expressions are distributed 
near-universally across the languages of the world


▸ every “all-purpose” language expresses the relevant meanings 
either compositionally or non-compositionally


▸ in contrast, inherently backgrounded functional expressions  
display considerable typological variation 


▸ and it appears that the extent of this variation correlates with 
the extent of their backgrounding/redundancy


▸ evidence from ex-nihilo innovations  
further supports this conclusion 


▸ and represents direct evidence  
of the evolvability of functional expressions

71SUMMARY (CONT.)
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▸ an evolutionary model of grammaticalization 
requires a functional-adaptive mechanism


▸ key components of such a mechanism 


▸ speakers compare competing expressions of the same 
broad meaning in terms of communicative efficiency


▸ their selections feed into the exemplar cloud


▸ the rising frequency of communicatively fitter 
expressions causes their reduction and regularization


▸ which in turn increases their fitness further
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▸ evidence in support of the idea that inherently backgrounded 
functional expressions evolve where they fill functional niches


▸ comes from a typological study using machine learning 
models to predict the absence of definite articles


▸ on the basic of competing alternative definiteness cues

73SUMMARY (CONT.)
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