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‣ we map the semantics and pragmatics of the causative 
domain in 13 languages from 12 genera


‣ based on primary data  
collected from 12+ speakers per language


‣ using an innovative combination of production 
and acceptability judgment elicitation 

THE PRAGMATIC ECOLOGY OF CAUSATION

3



‣ background: the expressions that form a semantic domain in a 
particular language are pragmatically related


‣ the speaker aims to choose from among them  
the one that best fits the situation and her communicative intent


‣ this idea has been expressed invoking notions of 


‣ opposition and  
markedness (structuralists)


‣ conversational maxims  
(Gricean pragmatics)


‣ ecology and system theory  
(evolutionary linguistics)


‣ these perspectives are not mutually exclusive
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Figure 1.1. A system ecology 
(e-education.psu.edu)
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‣ example: the domain of causation


‣ simple ‘direct’ causal chains  
favor simple causative constructions


(1.1)    Le=máak=o’    t-u=nik-ah	                      le=bàaso-s-o’b=o’

YUC    DEF=person=D2  PRV-A3=scatter-CMP(B3SG)   DEF=cup-PL-PL=D2

             ‘The man, he scattered the cups’


‣ more complex constructions/descriptions 
are preferred for more complex, ‘indirect’ chains


(1.2)    a. #Le=x-ch’úupal=o’    t-u=nik-ah	                                   le=bàaso-s-o’b=o’

YUC          DEF=female:child=D2   PRV-A3=shatter+slap-APP-CMP(B3SG)   DEF=cup-PL-PL=D2

                   ‘The girl, she scattered the cups’


            b. Le=x-ch’úupal=o’         t-u=mèet-ah	 

                     DEF=F-female:child=D2    PRV-A3=make-CMP(B3SG)


                u=nik-ik	 	 	    le=bàaso-o’b	 le=máak=o’

                A3=scatter-INC(B3SG)        DEF=cup-PL	           DEF=person=D2

                ‘The girl, she made the man scatter the cup’
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Figure 1.2. HO5_cuptower

Figure 1.3. HUO2_cups



‣ 50 years of typological research on causatives has focused on 
the broad division of labor 


‣ between simple and complex causatives


‣ particularly the iconicity it involves 
and the underlying causes of this iconicity


‣ Bohnemeyer et al (2010); Comrie (1981); Dixon (2000); 
Haiman (1983); Haspelmath (2008); Kemmer & Verhagen 
(1994); Levin & Rappaport-Hovav (1995); Levshina 
(2015), (2016), (2017); McCawley (1976, 1978); Shibatani 
ed. (1976); Shibatani & Pardeshi (2002); Talmy (1976); 
Verhagen & Kemmer (1997); Wolff (2003); inter alia 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‣ mostly missing so far: a comprehensive typological 
examination of the causative ecology based on primary data


‣ yielding a semantic map of the domain 
for each language


‣ exceptions


‣ Bohnemeyer et al. (2010) (pilot study, data from just four 
languages; highly unbalanced stimulus set)


‣ Levshina (2022) (movie subtitle data from 22 languages 
(13 Indo-European))


‣ our goal: contribute toward closing this gap 
based on a new methodology for semantic typology
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A NEW STUDY DESIGN FOR SEMANTIC TYPOLOGY

9

‣ a new approach

Figure 2.1. A hybrid study design for semantic typology



‣ advantages of this hybrid design type


‣ vis-à-vis corpus studies


‣ applicable to languages  
for which (large) corpora are unavailable


‣ provides both positive and negative evidence


‣ gives direct access to the scene being described


‣ vis-à-vis traditional elicited production studies 
(the staple in contemporary semantic typology)


‣ allows rapid data collection and analysis 
from a larger number of speakers


‣ provides both positive and negative evidence

10A NEW STUDY DESIGN FOR SEMANTIC TYPOLOGY (CONT.)



‣ the rating scale


‣ after some experimentation,  
we settled on a four-point qualitative scale


‣ we trained the participants with the help of additional 
stimuli to distinguish among


‣ ungrammatical utterances (1)


‣ well-formed but inaccurate descriptions (2)


‣ accurate but misleading descriptions (3)


‣ accurate and appropriately informative descriptions (4)
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VARIABLES AND STIMULI: THE CAL CLIPS
‣ variables that have been shown to impact 

causative choice

13

Figure 3.1. A multidimensional continuum model of causation directness



‣ design: E. Bellingham; J. Bohnemeyer


‣ 58 short video clips featuring everyday causal chains


‣ most staged/enacted, a few found on the internet


‣ variables manipulated


‣ causer (CR) type: volitional vs. accidental vs. force


‣ causee (CE; = intermediate participant in the chain) type


‣ volitional/controlled 


‣ vs. involuntary response to psychological impact 


‣ vs. involuntary response to mechanical impact 


‣ vs. no CE
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‣ affectee (AF) type


‣ volitional/controlled 


‣ vs. involuntary response to psychological impact 


‣ vs. involuntary response to mechanical impact 


‣ vs. physical object


‣ resulting event type  
physical state change vs. location change vs. process


‣ force dynamics


‣ causation (43 core + 10 sup.) vs. letting (5 sup. scenes)

15VARIABLES AND STIMULI: THE CAL CLIPS (CONT.)



‣ stimuli: the CAL Clips (cont.)


‣ examples


‣ CR = force; CE = none; AF = mechanically impacted; 
resultant event = location change; FD = causation
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‣ stimuli: the CAL Clips (cont.)


‣ examples (cont.)


‣ CR = accidental; CE = volitional/controlled; AF = object; 
resultant event = location change; FD = letting
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‣ stimuli: the CAL Clips (cont.)


‣ examples (cont.)


‣ CR = volitional; CE = psychologically impacted; AF = 
object; resultant event = physical change; FD = letting
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‣ stimuli: the CAL Clips (cont.)


‣ examples (cont.)


‣ CR = volitional; CE = volitional/controlled; AF = object; 
resultant event = process; FD = causation
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THE LANGUAGE SAMPLE
‣ the languages from which data has been collected for the 

Semantic Typology subproject so far

21

Figure 4.1. The current sample of the CAL Semantic Typology subproject  
(widgets marking approximate field sites) 



‣ populations and researchers 


‣

22THE LANGUAGE SAMPLE (CONT.)

Table 4.1. The current sam
ple  

of the CAL Sem
antic Typology  

subproject



‣ causative expressions included in the analysis

23THE LANGUAGE SAMPLE (CONT.)

Table 4.2. Causative coding devices in the sample languages that were included in the analysis
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CLUSTER ANALYSIS
‣ this and the following analyses are based  

on data from the 43 core scenes of the CAL Clips


‣ for each language-specific response type (RT, i.e., causative 
construction type), a rating vector was calculated


‣ one dimension per stimulus clip


‣ coordinates represent the proportion of speakers 
who rated the stimulus description acceptable for the clip


‣ i.e., well-formed, accurate,  
and appropriately informative


‣ where multiple descriptions were tested for a given RT, the ratio 
was incremented if a least one description was rated acceptable

25



▸ a cluster analysis was performed over all 60 RT vectors

26CLUSTER ANALYSIS (CONT.)

Figure 5.1. Heat map and 
cluster dendrogram of  
the rating vectors  
associated with the 60 
language-specific  
response types (RTs)  
included in the analysis  
(x-axis: stimulus clips;  
y-axis: language-specific RTs)



▸ discussion


▸ the rating vectors solely reflect the acceptability ratings


▸ the model had no access  
to morphosyntactic information


▸ remarkably, the model nevertheless was able to group


▸ lexical and  
not fully productive morphological causatives


▸ periphrastic (= analytical/syntactic)  
and fully productive morphological causatives


▸ adverbial modifier constructions 
such as causal clause and converb constructions


▸ suggesting that each construction type  
has a unique semantic/pragmatic profile 

27CLUSTER ANALYSIS (CONT.)



▸ discussion (cont.)


▸ fully productive morphological causatives  
such as those of Chuvash, Japanese, and Urdu


▸ behave semantically and pragmatically  
like periphrastic causatives in other languages 


▸ confirming Shibatani (1973)

28CLUSTER ANALYSIS (CONT.)



▸ discussion (cont.)


▸ exceptions


▸ Mandarin periphrastic causatives  
in the adverbial cluster


▸ Sidaama compact causatives in the periphrastic cluster


▸ Urdu light verb constructions in the periphrastic cluster


▸ ‘non-sentential causer adverbials’  
(English, Sidaama, Urdu) in the periphrastic cluster


(5.1) The man knocked over the cups because of the woman

29CLUSTER ANALYSIS (CONT.)
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PREDICTIVE MODELS
‣ not all semantic predictor variable level combinations could be 

instantiated with equal frequency in the CAL Clips


‣ so to discover the effects of the predictor variables, we used machine 
learning classifiers instead of regression models


‣ all lexical and not fully productive morphological (= ‘compact’)  
causatives showed a single rating maximum involving 


‣ absence of mediation  
(no intervening subevents or participants)


‣ affectees/patients with no control over the caused event


‣ intentional causers


‣ as predicted by the literature
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▸ example: English

32PREDICTIVE MODELS (CONT.)

Figure 6.1. Conditional inference tree and variable importance plot based on a random forest 
model of the English ‘compact’ causative construction (i.e., base-transitive causative verbs). (AHCr - 
Accidental human causer; ContrHCEAF - Causee/affectee with control over the caused event; 
InanCEAF - Inanimate causee/affectee; NFCr - Natural force causer; PhysImpHCEAF - Physically 
impacted causee/affectee; IHCr - Intentional human causer; PsychImpHCEAF - Psychologically 
impacted causee/affectee)



▸ mediation proved generally the top variable  
for compact causatives


▸ one exception: ergative-marked causer NPs entail 
intentionality with compact Urdu causatives 

33PREDICTIVE MODELS (CONT.)

Figure 6.2. Conditional inference tree and variable importance plot based on a random forest model of the 
Urdu light verb construction with ergative causer NP. (IHCr - Intentional human causer; InanCEAF - Inanimate 
causee/affectee; AHCr - Accidental human causer; ContrHCEAF - Causee/affectee with control over the caused 
event; NFCr - Natural force causer; PhysImpHCEAF - Physically impacted causee/affectee; PsychImpHCEAF - 
Psychologically impacted causee/affectee)



‣ the surprise: the semantic prototypes of complex causatives 
aren’t simply complementary to those of compact causatives

‣ periphrastic causatives in particular often show multiple 

discrete prototypes, one of which involves natural forces

‣ example: Zauzou (Loloish, Yunan Province, PRC)

34PREDICTIVE MODELS (CONT.)

Rating maximum I: 
Intentional causer 
and controlled 
causee/affectee

Rating maximum II: 
Natural force causer

Figure 6.3. Conditional inference tree and variable importance plot based on a random forest model of the 
Zauzou periphrastic causative construction. (ContrHCEAF - Causee/affectee with control over the caused event; 
IHCr - Intentional human causer; NFCr - Natural force causer; AHCr - Accidental human causer; InanCEAF - 
Inanimate causee/affectee; PhysImpHCEAF - Physically impacted causee/affectee; PsychImpHCEAF - 
Psychologically impacted causee/affectee)



▸ overall, of 11 periphrastic causative constructions


▸ 6 show evidence of multiple prototypes


▸ 7 show evidence of natural force causer prototypes


▸ in contrast, the fully productive morphological causatives 
of Japanese and Urdu show a single prototype


▸ involving mediation and intentional causers


▸ the fully-productive morphological causative of 
Chuvash elicited low acceptability across the board

35PREDICTIVE MODELS (CONT.)
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INTER-SPEAKING VARIATION
‣ to assess inter-speaker variation, we computed separate 

rating vectors for each participant and response type


‣ and generated multi-dimensional scaling plots of their 
Hamming distances by language
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Figure 7.1. Plotting the first two dimensions of a multi-dimensional scaling model of the rating vectors 
by participant and response type for Chuvash, English, and Ewe



▸ in every language,  
inter-speaker variation is minimal with compact causatives 


▸ and maximal with periphrastic  
and fully productive morphological causatives

38INTER-SPEAKER VARIATION (CONT.)

Figure 7.2. Plotting the first two dimensions of a multi-dimensional scaling model of the rating vectors 
by participant and response type for Japanese, Korean, and Mandarin



▸ discussion


▸ inter-speaker agreement with compact causatives 
is consistent with them having unique prototypes 

39INTER-SPEAKER VARIATION (CONT.)

Figure 7.3. Plotting the first two dimensions of a multi-dimensional scaling model of the rating vectors 
by participant and response type for Russian, Sidaama, and Spanish



▸ discussion (cont.)


▸ adverbial modifier constructions show relatively high 
acceptability across the board 

40INTER-SPEAKER VARIATION (CONT.)

Figure 7.4. Plotting the first two dimensions of a multi-dimensional scaling model of the rating vectors 
by participant and response type for Swedish, Urdu, and Yucatec



▸ discussion (cont.)


▸ intermediate-complexity constructions  
are “caught in the middle”


▸ lacking both unique semantic prototypes 
and across-the-board acceptability 

41INTER-SPEAKER VARIATION (CONT.)

Figure 7.6. Plotting the first two dimensions  
of a multi-dimensional scaling model  
of the rating vectors 
by participant and response type for Zauzou

Figure 7.7. Plotting the standard deviation 
of the first and second dimension of a  
multi-dimensional scaling model  of the rating vectors 
by response type (labels) and language (colors)
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SUMMARY AND DISCUSSION

▸ new hybrid approach to gather primary typological data  
on semantics and pragmatics


▸ new method for inferring semantic prototypes from 
acceptability rating data using machine learning models
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▸ most lexical causatives have unmediated causation as their 
unique semantic prototype


▸ in line with what previous research suggests


▸ however, the semantics and pragmatics of complex 
causatives turns out to be more diverse 


▸ both crosslinguistically  
and in terms of inter-speaker variation 


▸ and also more diffuse in the sense of having multiple 
prototypes or no clear prototype at all


▸ this is consistent with complex constructions being used 
much less frequently (Haspelmath 2008)
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