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Abstract—A theory, which takes into account the evaporation, transport and condensation of the
intercalate outside the graphite and the diffusion and staging inside the graphite, is presented for the
kinetics of intercalation of graphite. The theory has been applied to a number of intercalates (including
Br;, ICl, K, Rb, Cs, FeCl;, NiCl,, CuCl,, PdCl,, HNO;, AsF; and SbF;) at various temperatures. Rate-
controlling reaction steps have been identified for different types of intercalation compounds.
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1. INTRODUCTION

Presented in this paper is a mechanistic model of the
intercalation of graphite. Until recently there has not
been a lot of attention paid to the mechanism of
intercalation. Hooley[1] performed experiments
which indicated that the intercalation of bromine in
graphite began near the surface edges of the sample,
but that the intercalate was not transported through
graphite basal planes. Bardhan and Chung[2] pro-
posed a phenomenological model for the intercala-
tion of bromine in graphite in keeping with Hooley’s
results; they assumed that the intercalate layers were
nucleated at the sample edge at time nAt, where n
was the number of graphite layers from a free surface
and At was the time interval between successive nu-
cleation events. The intercalate was considered to
be migrating into the sample at a constant velocity.
Metz and Siemsgluss[3], investigating the interca-
lation of ferric chloride, observed that a uniform
concentration of iron chloride existed across the
sample at very short intercalation times and sug-
gested that the weight gain could be described as a
first-order reaction. Dziemianowicz et al.[4] pro-
posed that the weight gain during the intercalation
of graphite by nitric acid could be described by an
exponential nucleation rate term and an effective
diffusivity within the graphite. Dowell{5,6] used a
Ficksian diffusion approach to describe the inter-
calation of bromine, nitric acid and palladium chlo-
ride.

Other investigators have remarked on the kinetics
of intercalation, although specific models may not
have been applied. Ubbelohde et al.[7] investigated
the effect of an external uniaxial pressure on the rate
of bromine intercalation, as well as the dependence
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of the intercalation rate on the graphite quality. Re-
cently several investigators studied in situ the inter-
calation of alkali metals using gamma rays[8] and
X-rays[9].

A theoretical description of staging kinetics has
been developed from the seminal work of Saf-
ran[10,11]. Extended by the work of Kirczenow[12]
and Hawrylak{13], Safran’s model of interacting
electrostatic and elastic forces appears to offer a
valid explanation for the staging process and insight
into the kinetics of the staging reaction. For the over-
all intercalation process, however, this quality of
modelling may be inappropriate. On a macroscopic
scale intercalation reactions may be better under-
stood if the process of intercalation is divided into
individual reaction steps. If this is done, the indi-
vidual steps can be analyzed to determine their in-
fluence on the reaction kinetics.

2. REACTION STEPS

The intercalation process can be broken up into
several steps, any of which can be rate controlling
depending on the reaction conditions. In general, a
reaction may be controlled by a reaction at an in-
terface or by the transport between interfaces. In
the particular case of intercalation in the overall re-
action may be broken up into several steps:

1. evolution of a transportable species, in the case
where the source of the intercalate is a separate
phase from the transport medium;

2. transport of the intercalate to the surface of the
sample;

3. adsorption of the intercalate onto the surface
of the sample from the transport medium;

4. insertion of the intercalate into the sample;

5. transport of the intercalate through the sample;

6. the staging reaction occurring at the interface
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between the initial stage and the pristine graphite,
or between the initial stage and the previous stage.

While the reactions steps occur concurrently, the
steps have an order of progression. E.g., adsorption
of the intercalate on the surface cannot occur until
transport of the intercalate to the surface of the sam-
ple has occurred. If the overall reaction time is of
interest, identification of the rate-limiting step, if
one exists, is sufficient to approximate the reaction
time. For this purpose it is convenient to describe
each step in terms of the time involved at each step,
so that the total reaction time can be represented as
the sum of the times of the various steps. That is,

total time for reaction

volume intercalate reacted
evolution rate

[fluid transport distance]?
fluid diffusion coefficient

volume intercalate reacted
adsorption rate

[intercalated length}?
intercalate diffusion coefficient

intercalated length
staging reaction rate’

¢y

A certain amount of time is required for each step,
and the overall reaction kinetics is determined prin-
cipally by the slowest or a combination of the slowest
steps. The steps can be considered individually to
determine the factors pertinent to each step.

3. EVOLUTION OF THE INTERCALATE

In the case where the sample and the intercalate
source are physically separate, it is necessary to con-
sider the injection of the intercalate into the medium
separating the intercalate and the sample. Typically
this would involve evaporation or sublimation of the
intercalate. On an atomistic basis, the evaporation
rate can be represented as the product of the prob-
ability for a molecule to become vapor and the sur-
face area of the intercalate exposed to the transport
medium. The evaporation rate may be approximated
by [14]

evaporation rate = 1 (mkT " e-:E 2)
P T\ 2m

3 RT’

where:

~
|

= the intermolecular separation,
the enthalpy of evaporation, and
= the molecular mass.

I
b

Eq. (2) has been written with the molecular velocity
explicitly expanded to show the mass and temper-
ature dependence. The net evaporation rate must
also take into account the recondensation of the in-
tercalate onto the parent source from the transport
medium. This term is the product of the number of
intercalate molecules in the transport phase colliding
with the source surface and the probability of a mole-
cule sticking to the surface when this happens[14].

1/2
condensation rate = 94&" (%) 3
where
¢ = the sticking probability,
and n, = the number of molecules

per unit volume.

The sticking probability can be calculated knowing
that, at the vapor pressure, the evaporation rate and
the recondensation rate are equal. Hence, if one
assumes ideal gas behavior, the sticking probability
at the source is [14]

=P RT C))

The net rate of intercalate leaving the surface is the
difference between the condensation rate and the
evaporation rate:

wkT\"* -—E, P
net rate = n, (W) € RT 1- P, (5)

where:
n, has been replaced by P/kT.

The evaporation rate is approximately constant until
the partial pressure is near the equilibrium vapor
pressure.

4. TRANSPORT OF THE INTERCALATE TO
THE SAMPLE

Another kinetic step which exists when the sample
and intercalate source are separate is the transport
of the intercalate to the sample. The form of this
kinetic term is dependent on the nature of the trans-
port medium. At very low pressures, gas phase trans-
port kinetics are determined largely by the average
molecular velocity. In the presence of an inert at-
mosphere and high total pressure, the diffusion of
the intercalate from the source to the sample dom-
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inates this step. The flux of the intercalate may be
represented by [15]

a(Ps — Ps)(2mmkT)"?
12
1 <+ o, £ (ﬁ)

J = (6)

D \2mm
where:

J is the flux of the intercalate,

a, is a vaporization coefficient which is the
ratio between the observed evaporation-
rate in vacuum and that calculated from
the equilibrium vapor pressure, (For sim-
ple substances a, = 1)

S is the distance from the intercalate source
to the sample,

D is the diffusion coefficient of the interca-
late through any gas which may be present,

P; is the vapor pressure of the intercalate at
the sample,

and P is the equilibrium vapor pressure of the
intercalate.

For fast diffusion (D/S » a,(kT/2wm)'?), the pres-
sure of the intercalate at the sample is approximately
the equilibrium pressure, and the flux is proportional
to the average velocity of the intercalate vapor mole-
cules and the number of intercalate molecules per
unit volume. For slow diffusion, the intercalate flux
will be proportional to the diffusion coefficient and
the pressure gradient between the source and the
sample. If more than one component makes up the
gas phase, an intermolecular diffusion coefficient
may be used which can be calculated as [14]

__ kT[8kT(m, + m,)]'?
3n(p: + p.)(mmmy)"? 8%

™)

12

where

D, is the interdiffusion coefficient,

m; is the mass of a molecule of species 1,

d,, is the average effective molecular diam-
eter,

&%, is effective molecular cross-section,

and p, is the partial pressure of species 1.

5. ADSORPTION OF THE INTERCALATE ON
THE SURFACE

The condensation rate may be rate limiting when
the surface is not completely covered by the inter-
calate. That is, if the coverage of the surface by the
intercalate is less than that expected at equilibrium,
the chemical potential of the intercalate on the sur-
face will be lower than the chemical potential of the
intercalate vapor. At low-intercalate vapor pres-

sures, the adsorption rate, dvy/dt, can be approxi-
mated by [14],

dr _ -E,
dt - Apx(l es)'Yle kT s (8)

where:

0, is the fraction of surface covered,

v, is the total number of adsorption sites on the
surface,

4, is the number of sites on the surface which are
occupied by x,

D; is the partial pressure of x,

A is the surface area,

E, is the heat of adsorption.

With a coverage of more than a monolayer, this
equation does not apply. At a coverage of greater
than a monolayer, it is more difficult to calculate
adsorption rates, but by the same token the presence
of a coverage that is greater than a monolayer in-
dicates that the adsorption rate is not rate limiting.
At that point the chemical potential of the adsorbed
layer is approximately the same as the chemical po-
tential of the vapor. As a first approximation, the
chemical potential of the intercalate adsorbed onto
the surface was assumed to be approximately equal
to that in the vapor phase when the first monolayer
was complete. Within that approximation, it should
be valid to use this equation to calculate an adsorp-
tion rate.

6. NUCLEATION RATES AND SURFACE DIFFUSION

Several processes can occur on the graphite sur-
face to affect the intercalation rate and none of them
are particularly tractable. Three primary reaction
steps on the surface are nucleation of insertion sites,
transport of intercalating species to insertion sites
(surface diffusion), and charge transfer between the
graphite and the intercalating species. The surface
diffusion term is perhaps conceptually the easiest,
as it will be proportional to the surface coverage of
the intercalating species and inversely proportional
to the square of the average distance between in-
sertion sites. While a surface diffusion coefficient can
be approximated easily, the coverage and distance
terms are intimately related to the other reaction
steps. The average distance between insertion sites
is determined by the nucleation kinetics. The nu-
cleation rate is expected to have an Arrhenius de-
pendence on two energy terms, a) an activation
energy for the transition from the surface state to
the intercalated state, and b) a composite energy
term due to the change in free energy for the reaction
and strain energy and surface energy terms arising
from the presence of an intercalated region in the
sample. The surface coverage of the intercalating
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species is related to the charge transfer rate which
forms the intercalating species.

7. TRANSPORT WITHIN THE SAMPLE

Once the intercalate has arrived at the surface of
the sample and has been inserted into the sample,
there needs to be an accounting of the time spent
transporting the intercalate through the sample. As
a first approximation, this can be treated as simple
diffusion. In particular, if the diffusion distancg. is
considered to be the distance to a particular con-
centration, e.g., the leading edge of the interface
between the intercalated and unintercalated regions,
then the diffusion distance will be proportional to
the square root of the intercalation time.

x = VDt 9)
where:

x is the diffusion distance,
D is an apparent diffusion coefficient,
t is the time allowed for diffusion.

The diffusion coefficient is assumed to be of the form

D = D, exp[—E,/RT] (10)

where:

D, is the diffusion coefficient premultiplier, and
E, is the activation energy for diffusion.

While eq. (10) may be useful for an approximation
of the diffusion distance, it does not take into ac-
count either the effect of concentration or the ex-
istence of multiple stages. A more rigorous approach
to diffusion during intercalation can be obtained by
using the theory of multiphase binary diffusion of
Shatynski ez al.[16].

Herold[17] has pointed out that two forms of in-
tercalate motion can be considered; diffusion of the
intercalate as a molecular species (e.g., the bromine
exchange rate measured by Aronson[18]), and the
“sliding motion™ of the intercalate islands (i.e., the
motion responsible for changing stages). In this pa-
per diffusion is considered to be the process whereby
the intercalate migrates from the edge of the sample
to the interior. As such, it does not distinguish be-
tween these two forms of motion.

8. STAGING REACTION

In this paper, the staging reaction is considered to
be the process whereby the s* stage is formed from
the (s + 1) stage. X-ray diffraction indicates that
the first stage which is formed is not the final stage.
Like the insertion of the intercalate, the reaction
appears to have first-order kinetics, in the sense that

the reaction from stage s + 1 to stage s can be writ-
ten in the form

sCoannl + 1 = (s + 1)C,I (11)
where s is the final stage, I refers to the intercalate
and n is the stoichiometric ratio of I to C in an

intercalate layer. The equilibrium constant can then
be written as

a s+1
- _(esy _ AG

oy @) RT 1D

If the activity of the solid phases are taken to be
one—a fairly common approximation—the equilib-
rium constant is proportional to just the reciprocal
of the intercalate activity, or the reciprocal of the
fugacity of the intercalate gas phase.

The reaction rate, i.e., the rate of motion of the
interface between stages, can be considered to be
the probability of an advance of the interface times
the driving force of the reaction. The driving force
of the reaction can be considered to be the change
in free energy due to the formation of the interca-
lation compound. The chemical potential is often
used as a description of the driving force for the
reaction, where the chemical potential of component
i can be defined as the change in the free energy of
phase a with respect to a change in the amount of
i, if temperature and pressure remain constant. Then
v, the velocity of the intercalate interface, can be
written as

v = v, exp[E,/RT] (n™ — (13)

ni)
where

v, is a velocity premultiplier,

E, is an activation energy for the velocity pre-
multiplier describing the temperature de-
pendence of the velocity,

ui™ is the chemical potential of the intercalate
external to the sample,

and i is the chemical potential of the intercalate
at the staging interface.

The concept of an interface between stages re-
quires further exposition. It is easy to imagine that
within a sample one stage exists alongside another
stage. However, if the stages are imagined to be
formed by complete sheets of intercalate between
graphite planes, difficulties arise in explaining the
transition of one stage to another. In particular,
Daumas and Herold[19] pointed out that if an in-
tercalation compound was formed from continuous
sheets of intercalate throughout the sample, either
much of the intercalate within a layer would need
to be removed from a sample before another stage
could form or some stages would not be observed
in the course of a reaction. In experiments with the
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oxidation of graphite-potassium intercalation com-
pounds, they observed that all stages were formed
and that there was no indication of extensive rear-
rangement of the potassium to accomplish the
change in stage. They proposed that these results
could be explained if the intercalate was present in
the sample as islands, i.e., rather than a layer of
intercalate between nearest graphite planes and ex-
tending throughout the whole crystal, all planes of
graphite could have an intercalate layer adjacent to
them somewhere as long as staging was maintained
locally. If the intercalate were present as islands on
all graphite planes, then staging could occur by rear-
rangement of the islands without necessitating mi-
gration of the intercalate through the graphite planes
or the skipping of stages.

Both of the terms “island” and ‘“‘domain” have
been used to describe the structure of the intercalate
within graphite. The term “island” has generally
been used to refer to a single layer of intercalate,
bound by kinked layers of graphite at the edge of
the intercalate. The term ‘““domain” has been used
by various workers to refer to a single layer of in-
tercalate, an aligned three-dimensional stack of is-
lands, and two-dimensionally ordered regions within
an individual island. Within this paper, “island” is
used to refer to a single layer of intercalate bounded
by a dislocation loop with a Burgers vector normal
to the basal plane, and “domain” is used to refer to
a three-dimentional stack of islands showing a pe-
riodic structure perpendicular to the basal plane.
Similarly, “domain wall” is used to refer to the dis-
location loop array bounding a domain composed of
intercalate islands. '

The staging mechanism can be viewed as a balance

External
Chemicat —
Potential

Internal
f Chemical
Potential

Chemical Potential

Fig. 1. Schematic representation of the potential gradient
and island spacing. The upper panel shows the decrease in
the potential gradient across the sample. The lower panel
represents an increase in the spacing between intercalate
islands going from left to right within the sample, with a

change from stage 2 to stage 3 in the middle of the sample.

of the interaction between the intercalate and the
adjacent graphite layers and the repulsion of inter-
calate layers. Safran et al.[10,20,21] developed a the-
oretical explanation of the staging phenomenon
based on electrostatic repulsion of intercalate islands
due to the charge transfer from the intercalate to the
adjacent graphite layers. When the pairwise inter-
action of the intercalate islands was taken into ac-
count, the phenomenon of staging arose as a means
of minimizing the energy of the system. Millman and
Kirczenow(12,22,23,24], Hawrylak and Subbaswamy
[13] and Dahn et al.[25] further developed this
theory of staging by including the influence of elastic
strain energy on the energy of the system. Forgacs
and Uiman[26] suggested a possible mechanism for
a staging transition in intercalation compounds
wherein the domain walls are rotated.

There are two distances which can be adjusted to
balance the forces. These are the distance in the c-
direction and the in-phase separation. The separa-
tion in the c-direction is a discrete function, since
the islands have to be separated by multiples of the
graphite layer thickness. In the plane the island sep-
aration can be varied continuously, although it is
dependent on the balance between the intercalate
potential outside the sample and the repulsion be-
tween islands within the sample. A potential gra-
dient within the sample can be achieved by a
variation in the in-plane spacing of the islands, with
a change in stage occurring when one stage with a
given inter-island spacing becomes unstable with re-
spect to another stage with a different inter-island
spacing (Fig. 1).

9. ESTIMATION OF RATE-LIMITING STEPS

Several scenarios are possible for the distribution
of the intercalate within the sample during interca-
lation depending on the rate-limiting step. These
scenarios are described in conjunction with Fig. 2,
which schematically shows the chemical potential
gradient within an intercalating sample under several
types of reaction control. Fig. 2 (a) represents the
intercalate distribution within the sample for all the
rate-limiting cases. Outside the sample, the inter-
calate concentration is assumed to be uniform, and
the concentration of the intercalate per unit volume
in the vapor phase is assumed to be low. Immediately
adjacent to the sample edge, stage s has formed.
Further within the sample stage s + 1 has formed.
Since intercalation compounds tend to have fairly
pronounced stoichiometries, a step in the concen-
tration profile exists at the interface between stage
s and stage s + 1.

First, let us consider the case where transport ex-
ternal to the sample is rate-limiting, be it either evap-
oration from the intercalate reservoir, vapor phase
transport, or condensation on the sample. This im-
plies that both the diffusion within the sample and
the staging reaction are fast compared to the trans-
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Effect of Limiting Reaction on Potential Gradient
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Fig. 2. Schematic of the profile of the chemical potential

across the sample when the rate controlling step is (a) the

surface reaction, (b) diffusion through the sample, or (c)
the staging reaction.

port to the sample. Fast diffusion and staging mean
that the intercalate should be able to distribute itself
uniformly within the sample when the intercalate is
available at the surface. A uniform concentration of
intercalate across the sample implies that the overall
concentration increases with time until the reaction
is completed to the level allowed by the intercalate
chemical potential. Stages should appear distinctly—
initially a high stage throughout the sample, then a
succession of stages with decreasing stage number,
with two stages coexisting within the sample for only
short periods of time. The chemical potential
throughout the sample is constant, as illustrated by
Figure 2 (b). A chemical potential gradient is only
apparent at the sample surface, where the chemical
potential of the intercalate vapor is larger than the
chemical potential within the sample.

A second scenario is the case where transport to
the sample is fast, as is the staging reaction, and
diffusion within the sample is the controlling step.
It was assumed that the chemical potential at the
surface is constant throughout the intercalation pe-
riod. In this case a chemical potential gradient exists
between the edge of the sample and the central un-
intercalated region. In keeping with the concept of
a potential gradient by gradual increase of the island
separation, one would expect to see the final stage
near the edge, with higher stages present as one
progresses toward the center of the sample. This is
illustrated in Fig. 2 (b), where only two stages are
shown. While the intercalate potential at the sample
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edge is the same as the intercalate potential outside
the sample, the chemical potential decreases within
the sample until no intercalate is present. Hence one
expects to see a mixture of stages present at nearly
all times, with the amount of the higher stages being
determined by the diffusion coefficient of each stage
and the overall potential gradient. Physically, the
sample can be expected to show the “window pane”
or “ash tray” effect, i.e., the intercalated edges form
a raised frame around the unintercalated center of
the sample. This surface deformation is most no-
ticeable when intercalating to low stage compounds
because of the 50% or greater expansion which is
characteristic of low stage intercalation compounds.

Finally, the staging reaction may also affect the
morphology of the sample during intercalation. If it
is assumed that different stages form at different
rates, even though the growth of all the stages is
limited by the staging reaction, the overall external
appearance of the sample would be much like that
observed in the diffusion-controlled case. The dif-
ference would be in the dependence of the inter-
calate front position as a function of time. The
position of the interface between stages would be
expected to vary as the square root of time if the
reaction is diffusion-controlled, while the interface
positions would be expected to vary linearly with
time if the staging reaction shows first-order kinetics.
A possible profile of the chemical potential during
surface controlled intercalation is illustrated in Fig-
ure 2 (c), where the formation of stage s + 1 is
slightly quicker than the rate of formation of stage
s, with the result that the width of the s + 1 stage
is increasing with time. Here again, only two stages
are shown. In this example the chemical potential
has the appearance of the concentration profile,
since the chemical potential is only changing at the
interface between stages.

The staging reaction can be considered a joint shift
in the in-plane spacing of islands and in the c-direc-
tion repeat distance. Such a shift involves migration
similar to that observed in the diffusion of the islands
but over small distances and accompanied by a
change in repeat distance. The activation energy of
the staging reaction is expected to be similar to that
of diffusion, since this view implies similar behavior
in staging and in diffusion. However, the entropy
change involved in diffusion and the staging reaction
should be quite dissimilar, since staging is an order-
ing phenomenon and diffusion can be considered a
disordering phenomenon. This implies that staging
should be slower than diffusion. Diffusion in general
may be quicker, but since diffusion occurs over fairly
long distances, it can take a longer time than staging.
An appropriate length for diffusion in general would
be the width of the particular phase, while an ap-
propriate length for the diffusion involved in staging
would probably be on the order of one or two island
diameters, or the width of the interface between
stages. As long as the width of the interface can be
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considered to be constant, the chemical potential
gradient across the interface will be constant. With
a constant potential gradient, the flux across the in-
terface will be constant and the velocity of the in-
terface will be constant.

Table 1 is a list of the parameters used to estimate
the controlling reaction step for a variety of inter-
calates, culminating in Figure 3 which compares the
relative significance of the different reaction steps
in the overall reaction time. At the head of each
column in Table 1 is the name of the intercalate; the
leftmost column in the table is a description of the
entry in that row.

The first seven rows contain physical constants of
the intercalate which are used in further calculations.
Row 1 lists the molecular weight of the vapor phase
form of the intercalate. This is what would be ex-
pected from the chemical formulae except in the case
of ferric chloride which exists as a dimer in the vapor
phase. (The other metal chlorides also form dimers
in the vapor phase, but to much lesser extents.) Rows
2 and 3 contain the melting point and boiling point
of the intercalate, except in the case of palladium(II)
chloride which sublimes rather than boiling. Simi-
larly in Row 4 the value listed for palladium(II) chlo-
ride is the heat of sublimation rather than the heat
of vaporization. The intermolecular separation listed
in Row 5 was estimated as the cube root of the
volume of the intercalate molecule in a unit cell of
a solid phase of the material. The volume of the
intercalate molecule was calculated by dividing the
volume of the unit cell by the number of molecules
in it.

The temperature given in Row 6 is the tempera-
ture at which it was assumed that the reaction takes
place. Intercalation by a given species is not limited
to that temperature; the value represents a temper-
ature at which intercalation has been reported in the
literature. For the purposes of these calculations, it
is assumed that the sample and the source of the
intercalate are at the same temperature. Conse-
quently the temperature listed in Row 6 was used to
calculate the vapor pressure listed in Row 7. The
vapor pressure was calculated using the vapor pres-
sure terms listed in Rows 24 through 26. The form
of the equation used is

logP = —A/T + B+ CT + Dlog T. (14)

Values for the physical constants used in the first

seven rows, as well as the constants in eq. (14) were
obtained from tables listed in Ref. 23.

The terms listed in Rows 8 through 12 are asso-
ciated with reaction steps external to the sample.
The first of these is the evaporation rate of the in-
tercalate from the source. The evaporation rate was
calculated with eq. (2) in terms of the number of
molecules evaporating per second. The transport
time for the intercalate in the vapor phase can be
obtained from eq. (6) using the interdiffusion coef-

ficient listed in Row 9 and the molecular velocity
listed in Row 10. If another gas is present, the in-
terdiffusion coefficient tends to be the important
term; otherwise the molecular velocity determines
the transport time of the intercalate from the source
to the sample. The inert gas pressure listed in Row
28 indicates whether or not additional gases are pres-
ent in the intercalation system. The metal chlorides
only intercalate graphite if an electron acceptor is
present[27] or the metal chloride dissociates to form
chlorine at the reaction temperature. For metal chlo-
rides, the pressure listed in Row 28 is the larger of
the minimum chlorine pressure necessary to inter-
calate and the dissociation pressure of chlorine at
the intercalation temperature[28]. Bromine, iodine
monochloride and nitric acid are assumed to be in-
tercalated in air at a total pressure of 1 atm. The
alkali metals and the pentafluorides are assumed to
be intercalated in a vacaum of 10-¢ torr.

The in-plane diffusion coefficient listed in Row 13
is estimated from empirical equations relating the
self-diffusion coefficient of a material to its melting
point. One of the two equations are used, depending
on whether or not the intercalate possesses in-plane
order at the intercalation temperature. In the case
of an ordered intercalate, i.e. bromine and iodine
monochloride, the equation used is [29]

D = 3.4 X 1075 T, exp[—17 LT'"] (15)

where:

T, is the melting point of the intercalate,
T is the intercalation temperature,
r. is the intermolecular separation of the inter-
calate.

For disordered intercalates, the in-plane diffusion
was assumed to be similar to self-diffusion of the
molecule in liquid. The equation used is [30]

- 3 exp| ~7.0 Ln
D=3x10 exp[ 7.2 RT]' (16)
These empirical equations are used because diffusion
coefficients are generally not available for interca-
lation compounds. The use of them assumes that
movement of the intercalate islands within the sam-
ple is controlied by diffusion of the intercalate within
an island.

Rows 14 through 17 list parameters relating to the
intercalation compound formed. The layer thickness
ratio in Row 14 is the ratio of the thickness of an
intercalate layer to the thickness of an individual
graphite plane. The ratios are based on the repeat
distances published for the intercalation com-
pounds[31] and assume a graphite layer thickness of
3.354 A, which is based on a graphite d-spacing of



S. H. ANDERSON AXDAL and D. D. L. CHUNG

384

0 0 0 SLTT1- 0 0 68560 0 0 0 0 0 q w2 arnssaid sodep sz
0 0 0 0 0 0 1900°0 0 0 0 0 0 D w2 amssaxd jodep 9z
yLEL $8°9 SO°L Wil '8 ¥207°01 LV0S9°8 195°8 SH8'L 98'8 W6°TL 150°Z1 g w9y amssaxd sodep ‘g7
66¥9 osLE ot0¥ SS8y 9861 R SLLYOT ¥9€T $601 €ShL 61101 6611 V uuo) amnssaxd todep g
80 + HSO'L 20 + HbY'T T0 + HSTT T + HSLT T + ABLT 90 + H6I'P SO+ AWOL T + AOLT 7O + HIL'T 20 + A0S 90 + HOYL L0 + 69 (29s) sum wonoeas eroy “¢7
10 — 960°¢ 20 — Heb'y 20 — HEL'Y 20 - F6I'9 10 — HRO'T SO + HIST t0 + ASST 10 — A80°T 0 ~ 4S89 10 — AIOT 10 — 9T 00 + ALLL (395) sum SuiBess -7z
00 + HSE'9 10 + 496’8 10 + 866 70 + FYCT T0 + HITT 90 + AWV SO+ H6L'9 T + AITT 0 + H6E'T T0 + FOCE 20 + HEY'S €0 + 9T (295) sum asnypp reulsyuy ‘Tz
L0+ HITS 10 + HEO'L T0 + HSS'T 10 + HBE'L 10 + 8T 20 + FO'T 10— HEET 10 + ALI'T 20 — T6L'T  T0 + ALET SO + HIT6 L0 + FACET (99s) aum wonesuspuo) ‘gz
00 + HIP'l 20 — 998'C 20 — HL9T €0 — AT 10 + HLOT 10 + 69T 10 + TISC 00 + AN'S 10 + ALTE 10 — ASST 00 + FEH 10 — FALL'T (99s) oum uodsuen 1xg ‘61
L0+ 36T 10+ H9LL 10+ H09'L 10+ HISL 10+ F8T 20+ H90T 10 - LT 10+ IITT 20 - G¥8T 20 + APT SO + TLE6 L0 + FALET (295) oum sgerodeagy gy
. douessip Hodsuen Jodea wod gg ‘ojdwres ww €0 x wmn ZJ x ww § Surmnsse ‘sowy dojs uonoeay

Y0~ HI0S 0 — HS9°S ¥0 — AS9'S $0 — HEYS 0 - W06 €0 — HEI'L 0 — HEZE 0 — HSY'S ¥ — HE9S 0 — ALOE O — U6 YO — AT PoIE[edIN O[O L]
1 1 1 1 1 1 r4 1 T € 1 r4 a8ers ysamo1 91

6 8 8 8 S 4 L 8 8 (X4 6V 'S (x:2) Anowonypios 1 3geig gy
6L'1 LLO 69°0 19'0 ve'l €I'T o1t 44 157 861 08'1 LLT (5/x) onex ssouyony 19heY py

SO - dE€9 v0—dSY Y0 - HTY $0 - HTE 0 — I8L 80 —H0'1 80 - H6'S  ¥0 —H8'T  H0 - H6'T PO - HZT SO — A¥L SO — AST (99s/,wd) JudIYIo0 uowsnylp suerd-uy -¢|
60 — ALI'T 1910°0 #0z1°0 ¥861°0 6100°0 L1000 6£200 €0 — HOU'T 10— FOEL €0 — AST'Y L0 — AI9T 90 — TVE'T WaBGI200 Sunpus 71
12+ 986y 07 + dLL'C 0T + H6L'T 61 + 97€C T + ALST 1T + HE6E T2 + H6Y'E T+ AT ¢C + 966 OC + ASYL I¢ + HIET 81 + Tb6L (29s/3%) 9depms Sumy ssmosjows # ‘|1
vy 90LY TWESSL SO61P6. - T9'9SSET 11°ZI6L 66°8T6Y 91°896¥ 81°80LY £T8I8Y 951408 86°6926 9¢"0v6 (39s/un) A120§0A TRINIBOW 01
£LE9 999°6€7 0TL°0SS  1S9°LISL o $e€°0 LSE0 S7A SLTO 791°8 £90°C 018°0L  (99s/,wd) Jud1yI300 uoisnygip 1ode g

Tl + dI8S 81 + H9'y 61 + FII'T 81 + HIYY 61 + A%'T 8T + HIS9 0T + HEEB 61 + ALS'T ¢¢ + HITT LI + AZ8'L b1 + HEQ'9 €1 + 0O (99s/#) 2181 uonetodeay g
95°65 Lz €'l 010 €119 9T €1 L1 0T 11 00°009 ne 0$°2T 80°0 (1101) [, 3e oanssaxd sodep -,

0Lz 00¢ 00€ 0LT ST ST Y4 06 ST 009 009 009 (3.) amyeraduny, -9

19°s L6'S ¥S°S 97°S 1wy SIS 66 89'9 8¢9 s 66 W6 (y) uonjeredas remosjousa) g

LT v'61 118t 6£°61 we 986 ¥90°L 801 20°S S'€E o €S (jout/[Boy) uonezuodes jo yesy °p

PSIE ¥'8L9 889 9L €8 ¥'L6 8L°8S |41 €5 — p €66 5 7Al (2) sutod Butpog ¢

90¢ ¥'8C 6'8¢ €9 w- T TL- €8 08— 00S 029 1001 (D,) 1ur0d Bunpopy -z

({743 $06°Z€1 Ly's8 1'6€ 10°€9 9¢°791 18°6S1 YL 91T 16'691 1€°LLT A 79°6T1 (8) ssey 1

apuop) WRSS)  WNpIQRY WNISSElod POV JININ  IPLIO[YOOUO  SuiIolg  SpuonpeIusd Spuonpeusy  apLO[) spuolyD  apHOD aees1aru]
(1muoxy sutpog Auourmuy omasrty  ([Dwmipeged  (I)1sddoy  (IDPWOIN

sdajs UONIEAI SNOLIBA 1O} SWII) UONOEAI 3y} JO UOHEB[NOE)) * J[qEL



Kinetics of intercalation 385

Fraction of Reaction Time
e o o -
2 o o o
LA,

e

o
o W

Br  ICl  HNDO; K Rb Cs

Evaporation
O Transport
a2 Condensation
Diffusion

[ | Staging

FeCly NiCl, CuCl, PdCl; AsFg Sbl"5

Intercalate Species

Fig. 3. A comparison of the significance of each reaction step calculated for several intercalate species.

6.078 A. Row 15, labelled “‘Stage 1 Stoichiometry”,
indicates the in-plane stoichiometry commonly ob-
served for the intercalate. This is the term, n, which
is used to describe the stoichiometry of a stage s
intercalation compound as C,X. The stage listed in
Row 16 is the lowest stage observed for the inter-
calate, or equivalently in this case, the final stage
reached at the intercalation temperature listed. Row
17 indicates the number of moles of intercalate nec-
essary to intercalate a 4 mm X 12 mm X 0.5 mm
sample to the stage listed in Row 16. (This size cor-
responds to the sample size used in an experimental
study[32].) The number of moles of intercalate is
used to calculate the time needed to evaporate and
condense that amount of intercalate on the sample.

Rows 18 through 22 list the time necessary to com-
plete a given step in the reaction, if that step were
the only step involved. The calculations were made
for a two-bulb case, with the sample and the source
at the same temperature, but separated by 30 cm.
The evaporation time listed in Row 18 is the length
of time needed to evaporate the amount of inter-
calate listed in Row 17. Row 19 lists the time re-
quired for transport of the intercalate from the
source to the sample. The transport time is calcu-
lated as the sum of the transport distance divided by
the molecular velocity plus the transport distance
squared divided by the vapor diffusion coefficient.
The condensation time in Row 20 is calculated as
the product of the inverse of the number of moles
of intercalate striking the surface of the sample and
the probability of the intercalate sticking to the sam-
ple after striking the surface.

Row 21 lists the time necessary for the intercalate
to diffuse into the sample. This time is calculated as
half the width of the sample, squared, divided by
twice the in-plane diffusion coefficient listed in Row
13. The time can be approximated this simply be-
cause the interface between the intercalated region
and the unintercalated region has a constant con-
centration.

The staging time listed in Row 22 was calculated
assuming that the staging reaction was first order
with respect to the intercalate and so could be as-
cribed a velocity of the form

v =30 exp[—Q %], 17

CAR 25:3-E%

where Q is the same empirical constant used in the
in-plane diffusion coefficient, i.e., 17 for ordered
intercalates, and 3.6 for disordered intercalates. The
premuitiplier was determined empirically from the
experimental results for the intercalation of bromine
in graphite by fitting the observed velocities on the
upper branch of the time-temperature-transforma-
tion curves with eq. (17)[32].

Since a wide range of temperatures is considered,
the times for an individual step vary over several
orders of magnitude between the different interca-
late species. To compare the relative importance of
the individual reaction steps for the different inter-
<calates, the reaction time for an intercalate is totaled
and the amount of time relative to the total time is
plotted as Figure 3. Several trends are evident from
this figure. Bromine and iodine monochloride in-
tercalate as ordered structures and consequently ex-
hibit slow diffusion through the sample, with the
result that diffusion control is expected. Intercala-
tion of bromine in graphite was found to be diffusion-
controlled under most conditions[32], and the length
of time estimated for the reaction was on the order
of what was observed.

The calculations for the alkali metals indicate that
no single reaction step is clearly rate controlling. A
better estimate of the individual reaction times could
be obtained if a better understanding existed of the
staging reaction and in-plane diffusion coefficients.
The exact intercalation temperature and conditions
also affects the reaction rates. Nonetheless, the im-
plication of a mixture of controlling steps is sup-
ported by reports on the kinetics of alkali metal
intercalation. Aronson and Salzano[33] indicated
that the desorption of cesium from graphite inter-
calation compounds is controlled by the evaporation
rate of cesium from the surface of the graphite.
Pfluger et al.[34] indicated that the intercalation of
alkali metals cannot be described adequately by a
single reaction mechanism. Hamwi et al.[8] sug-
gested that the kinetics of intercalation of potassium
could be described by an empirical law of the form
L = aexp(bt), where L is the penetration length of
the intercalate, a is a normalization constant, b is
the slope of the line defined by plotting In L versus
time, and ¢ is the time.

The calculations for the metal halides indicate that
the evaporation and condensation of the intercalate
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on the sample are most likely the limiting reaction
steps; this is consistent with the low vapor pressure
at the reaction temperature. It may be possible to
set up the reaction so that the metal halide is com-
plexed with excess halogen to form a more volatile
halide. If the halide complex decomposes at the sam-
ple surface, the net transport rate of the metal halide
can be increased[35,36]. Such a complexing reaction
is not taken into account in this approximation of
the transport step. Nonetheless, Flandrois[37] in-
vestigated the intercalation of nickel chloride and
concluded from the kinetics and the activation en-
ergy that the reaction controlling step was either
evaporation or condensation. The same conclusion
was reached by Dowell and Badorrek[6] in a study
of the intercalation of palladium chloride in graphite.

Nitric acid, arsenic pentafluoride and antimony
pentafluoride form a special group. For these com-
pounds the active intercalating agent is formed by
the dissociation of the initial intercalate. Fors-
man(38] proposed for nitric acid that the dissociation
of the nitric acid molecule was necessary before re-
action with graphite could occur (eq. (18)).

2 HNO, = NO; + NO; + H,0. (18)

Similarly, eq. (19) was proposed for the dissociation

of pentafluorides during intercalation[39]:

3MF, + 2e =2MF; + MF, (19

where:
M stands for the metal involved.

Figure 3 indicates that all three compounds
(HNO;, AsF;, SbF;) should be diffusion controlled.
However, the analysis ignores the possibility of a
surface reaction other than adsorption, and is there-
fore probably not appropriate for these compounds
which undergo dissociation. Experimentally it does
seem that for these compounds a surface reaction
may be the limiting step. Forsman indicated that a
surface reaction may be the controlling step in the
intercalation of nitric acid[4]; Hooley[40] observed
that the intercalation rate of arsenic pentafluoride is
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markedly different between the first intercalation
rate and that obtained by desorbing the sample and
subsequently re-intercalating.

The calculated effect of varying the temperature
of the system, or having the intercalate source and
sample at different temperatures is indicated in Fig.
4. This figure illustrates the change in the relative
importance of the reaction steps for the intercalation
of cesium under various conditions. Reaction times
were calculated for source temperatures of 250, 300,
350 and 400°C, with source-sample temperature dif-
ferences of 0, 50 and 100°C for each source tem-
perature. The primary effect of an increased tem-
perature is to increase the relative importance of
the diffusion step in the reaction. This is the result
of an activation energy for diffusion which is smaller
than the heat of vaporization. As the temperature
is increased, the vapor pressure of cesium increases
more rapidly than the diffusion rate. On the other
hand, as the temperature difference between the
source and the sample is increased, the diffusion rate
of the intercalate within the sample is increased while
the intercalate pressure is not changed.

10. ON PREDICTING CONTROLLING FACTORS

In general, the principle factors in determining the
intercalation rate appear to be the diffusion rate of
the intercalate within the sample and the vapor pres-
sure of the intercalate. A low vapor pressure of the
intercalate implies slow evolution times of the in-
tercalate from the source and rate-limiting steps ex-
ternal to the sample. Surface reactions may also be
rate-limiting, but are very difficult to estimate a
priori.

In the case of graphite-iron chloride, Metz and
Seimsgluss[3] suggest a combination of a diffusion
rate with a #!? dependence and a rate with a linear
time dependence. They suggested that the linear rate
is a function of nucleation of intercalate islands at
the graphite edges. They observed a shift in the con-
trolling step by comparing the intercalation rates in
fibers with the intercalation rate in HOPG. In the
fibers they found the linear term to be dominant,
while the diffusion term dominates -the rate in
HOPG. This is similar to the results obtained by

(c) 350°C

Evaporation
B Condensation

Diffusion

ASNNNNNNNSS

100 0 S0 100
Reservior - Sample Temperature Difference (°C)

Fig. 4. The effect of a difference in the sample temperature and the intercalate reservoir temperature
on the intercalation rate. )
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Ubbelohde et al.[7] in the graphite-bromine system,
which showed that the reaction rate decreased as the
quality of the graphite decreases. Furthermore,
Hooley[41] indicated that graphite-iron chloride is
quite sensitive to the crystal stress state when he
observed that graphite flakes become only partially
intercalated with iron chloride from nitromethane
solutions. The arguments[3] that the linear term is
due to the nucleation rate at the sample edge rather
than the staging reaction rate is not particularly com-
pelling. For example, for graphite-bromine, obser-
vation of edge expansion indicates that the edge of
the sample appears to be completely intercalated at
very short times relative to the length of time needed
for the whole sample[42]. However, in some systems
the growth at the edge of the sample may well be
the controlling term[24].

In graphite-nickel chloride, Flandrois suggested
that the kinetics which were actually observed were
related to sublimation or adsorption of the nickel
chloride rather than intercalation per se. This con-
clusion was based on the fact that the activation
energy observed for the reaction was essentially the
same as that expected for a metal halide. It was
observed by X-ray diffraction peak broadening that
the islands were about 100 A in diameter while the
excess chloride present in the stoichiometry sug-
gested that the islands were approximately the min-
imum size allowable. The small island size implies
that, in this case, complete islands were formed at
the sample edge, which then diffused through the
sample as soon as the islands were large enough for
the decrease in volume free energy accompanying
the reaction to be larger than the increase in energy
due to the island boundary. The small island size
observed and the uniform staging also suggest that
the reaction rate is controlled by transport to the
sample.

A particular problem in looking at the kinetics of
intercalation is the selection of intercalation condi-
tions which allow the reaction to be controlled by
the intercalation rather than by the transport of the
intercalate to the sample. For example, nitric acid
has been studied by weight uptake and diffusion
coefficients have been assigned to account for the
reaction rate[6,43). However, other studies have in-
dicated that reactions at the surface are control-
ling[4,38,44].

In this work the reaction rate of nitric acid with
highly oriented pyrolytic graphite was found to in-
crease by a factor of 10 by changing the intercalation
conditions from vapor transport to immersion in lig-
uid nitric acid. Figure 5 illustrates the difference in
the rate which can be produced by the difference in
intercalation conditions. X-ray absorption in air us-
ing Cu Ka radiation in transmission (Appendix) was
used to measure the concentration profile of nitric
acid perpendicular to the c-axis in partially inter-
calated graphite. The filled circles indicate the con-
centration profile of nitric acid in graphite after
immersion in red fuming nitric acid for 2 min. The

open circles indicate the concentration profile of ni-
tric acid in graphite after exposure to red fuming
nitric acid for 28 min. The amount of unintercalated
graphite was about the same in the two samples, and
the nitric acid concentration in the immersed sample
was approximately twice of that of the sample ex-
posed to vapor. Similarly, concentration profiles in-
dicated that no unintercalated graphite remained
after liquid intercalation for 5 min or vapor inter-
calation for 50 min. Both liquid and vapor interca-
lation resulted in a final stage of 4, but the liquid
intercalation sample showed fourth stage X-ray dif-
fraction peaks during intercalation while the vapor
intercalated sample showed predominantly higher
stages even after 50 min. Concurrent with the re-
action rate increase was a change in the sample mor-
phology during the reaction. During intercalation in
nitric acid vapor, the sample rarely showed the win-
dow pane deformation common to graphite-bro-
mine. On immersion however, the window pane type
of deformation was clearly observed. This suggests
that a clue to the controlling step in the reaction may
be obtained from the deformation accompanying in-
tercalation. Namely, if the surface does not appear
to deform (as in vapor phase HNQ; intercalation),
it is likely that staging is fairly uniform across the
sample which implies that the reaction is limited be-
fore the intercalate reaches the sample, or in the
adsorption step. On the other hand if surface de-
formation is pronounced (as in liquid phase HNO,

80
Nitric Acid
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028 min in Vapor o
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®2 min in Liquid
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Fig. 5. Concentration profiles of nitric acid in graphite.
The filled circles indicate the nitric acid concentration in
HOPG immersed in nitric acid for 2 min at room temper-
ature; the open circles indicate the nitric acid concentration
profile in HOPG exposed to nitric acid vapor for 28 min.
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Table 2. Mass absorption coefficients of HNO; and C

w/p (cm?/g)[46] HNO, C
Cu Ka 9.97 4.22
Layer density (g/cm?) 1.80 227

C,NO; - HNOyj38] —
1 —

Stoichiometry at saturation
Stage at saturation

intercalation), it is likely that multiple stages are
present with diffusion limiting the reaction rate.

The model of the reaction steps presented here
ignores the effect of surface reactions on the kinetics
because there is no general surface reaction to be
modeled. Nonetheless, a surface reaction can readily
be rate controlling and many intercalating agents
may be susceptible to the effect of surface reactions
on the intercalation rate. As another example, metal
halides typically have a very low vapor pressure
at temperatures where low stage compounds are
formed. As a result, the transport rate of the metal
halide to the sample is too slow to allow reasonable
reaction times. A method of increasing the transport
rate is to complex the halide with a halogen to form
more volatile halides. The vapor phase transport rate
of the halide may increase, but it may also be pos-
sible that the dissociation of the metal complex at
the sample surface can become rate limiting. Alter-
nately, there may be other reactions at the inter-
calate surface which compete for the intercalating
species. Hooley suggested that this may be the case
in the intercalation of bis-(chlorosulfuryl) perox-
ide[4S]. Vapor phase intercalation of nitric acid may
also be affected by competing surface reactions,
given that water can be formed on the surface of the
sample as a by-product of the reaction due to the
hygroscopic nature of nitric acid.

Ulloa and Kirczenow|[24] proposed a theory of
interaction between intercalate domain walls which
implies that certain compounds form slowly because
of size constraints. The theory was qualitative in the
sense that it did not predict reaction rates, but rather
indicated which species may be expected to form
with difficulty. The model proposed in this paper is
complimentary to the Ulloa and Kirczenow paper in
that our model estimates the factors affecting the
reaction rate under the conditions where Ulloa and
Kirczenow do not predict difficulties.
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APPENDIX

Most intercalates may be readily measured by x-ray ab-
sorption because of the large difference between the mass
absorption coefficient of carbon and that of the intercalate.
Since the thickness of the graphite layers is essentially con-
stant, comparing the ratio of the transmitted to incident
beam before and after intercalation allows a rather accurate
determination of the intercalate concentration.

A description of the geometry of the absorption set-up
follows. The Siemens diffractometer was set at a 20 value
of 0°. The normal sample holder held a collimating slit
constructed of two glass plates separated by a copper foil
50 as to form a slit of size 10 wm by 2 mm. The absorption
sample was held with its basal plane perpendicular to the
beam 2 cm from the slit. The sample was translated through
the beam by a synchronous motor turning a micrometer.
A 0.1 mm slit was located 13 cm from the sample before
a monochromator and scintillation detector. The dead time

of the detector was determined to be 10 ps. Although the
sample moved continuously, the intensity was measured as
the number of counts in periods of 1.6 s each. Counting
was begun before the sample intercepted the beam and was
continued until after the sample was fully out of the beam.
The intensity measured before and after the sample inter-
cepted the beam was averaged to serve as the incident beam
intensity. Cu Ka radiation was used with a graphite mon-
ochromator.

The absorbance of the transmitted beam may be calcu-
lated with the following equation:

A
(;) = exp—[piX, + pix, + pix. + .. ], (20)

where 1, is the unabsorbed beam intensity, / is the trans-
mitted beam intensity, p) is the linear absorption coeffi-
cient of component a (@ = C or HNO;) at wavelength A,
and x, is the thickness of component a. The values of rel-
evant quantities are listed in Table 2. When a single inter-
calate was present, a weighted average of the absorption
coefficients of the intercalate and carbon was used in the
calculations. This is tantamount to assuming that the in-
tercalate species is present in molecular form. The value
of x, is constant for a = graphite, otherwise x, is the thick-
ness of the intercalate present. Hence the concentration of
component a can be determined knowing the initial graph-
ite thickness and the amount of expansion in the c-direction
resulting from a given stage compound. Using the nominal
expansion of a first stage compound as the expected ex-
pansion, higher stages can be represented as concentrations
equal to the reciprocal of the stage number. Since the
graphite layer thickness remained constant for a given sam-
ple, the intercalate composition could be determined if the
absorption profile of the graphite was obtained before in-
tercalation was begun.



