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Introduction

The documentation research pipeline

Language 
documentation 
recordings/corpus

Speech and 
corpus annotation

Corpus of 
spontaneous 
speech

Opportunities for collaborative research exist both during the process of
corpus annotation and after annotation completes.
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Introduction

A rich pipeline for collaboration

Automatic tools aid in corpus annotation. Evaluating their utility is both
technically useful and theoretically-relevant to linguistics as a discipline.

(Babinski et al., 2019; DiCanio et al., 2013; Johnson et al., 2018; Kirschenbaum et al., 2012;

Michaud et al., 2018; Schreer and Schneider, 2012; Tang and Bennett, 2019)

Transcription 
(ELAN)

Phonological
transducer

Aligner 
creation and 
testing

Word and 
phone level 
segmentation

1. Phonological 
rule analysis
2. Opacity effects
3. Variable rule 
analysis

1. Prosodic effects on 
production
2. Frequency effects
3. ASR development
4. Surface allophonic variation
... 

1. Testing aligner 
accuracy
2. Evaluating unit 
size assumptions
3. Cross-linguistic 
differences in 
segmental parsing
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Introduction

Corpus phonetics

Linguistic research is increasingly interested in examining speech in
ecologically typical contexts in well-studied languages.
(Chodroff and Wilson, 2017; Davidson, 2016, 2018; Stuart-Smith et al., 2015; Wedel et al.,

2013)

There is increasingly more research on the phonetics of endangered
languages using spontaneous speech corpora.
(Coto-Solano, 2017; DiCanio et al., 2015; DiCanio and Whalen, 2015; Evans et al., 2008;

Fletcher and Evans, 2002; Kakadelis, 2018; Kaland and Himmelmann, 2019; Muehlbauer, 2012;

Tang and Bennett, 2018)

Phonetic variation is highly structured (Ladd, 2014) and investigating the
phonetics of variation in endangered language corpora can shed light on
scientific questions related to constraints on this structure.
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Introduction

Phonetic case studies

Corpus of Yoloxóchitl Mixtec (Otomanguean: Mexico):

Scientific question: What explains variable lenition?
Annotation/scientific question: Can surface phonetic variation be
predicted/modeled with deep neural networks?

Corpus of Itunyoso Triqui (Otomanguean: Mexico):

Annotation/scientific question: How well does an aligner in a
laryngeally-complex language work?
Scientific question: How do tones vary in spontaneous speech?
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I. DNNs in Mixtec speech production

I. The Yoloxóchitl Mixtec corpus

Otomanguean, spoken in Guerrero, Mexico (∼2500 speakers).
120 hours of transcribed personal narratives, stories, and folklore; 30
speakers (Amith & Castillo García, 2009 – present).
Phonological/phonetic fieldwork (Castillo García, 2007; DiCanio et al.,
2014, 2018, 2019; Palancar et al., 2016).
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I. DNNs in Mixtec speech production

Relatively simple consonant and vowel inventories; contrastive vowel
nasalization (Castillo García, 2007; DiCanio et al., 2019).
Content words are minimally bimoraic and no codas are permitted
(Castillo García, 2007).
Contrastive glottalization and a very complex tonal inventory;
root-final stress realized via lengthening (DiCanio et al., 2018, 2019).

Melody Word Gloss Melody Word Gloss
1.1 ta1ma1 without appetite 4.13 na4ma13 is changing
1.3 na1ma3 to change (intr) 4.14 nda4ta14 is splitting up
1.4 na1ma4 soap 4.24 ya4ma24 Amuzgo person
1.32 na1ma32 I will change myself 4.42 na4ma42 I often pile rocks
1.42 na1ma42 my soap 13.2 hi13ni2 has seen
3.2 na3ma2 wall 13.3 na13na3 has photographed oneself
3.3 na3ma3 to change (tr) 13.4 na13ma4 has piled rocks
3.4 na3ma4 sprout 14.2 na14ma2 I will not change
3.42 na3ma42 I will pile rocks 14.3 na14ma3 to not change
4.1 ka4nda1 is moving (intr) 14.4 na14ma4 to not pile rocks
4.2 na4ma2 I am changing 14.13 na14ma13 to not change oneself
4.3 na4ma3 it is changing 14.14 nda14ta14 to not split up
4.4 na4ma4 is piling rocks 14.42 na14ma42 I will not pile rocks
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I. DNNs in Mixtec speech production

The annotation pipeline for the YM corpus

1 Collection and transcription of 100+ hours of spontaneous speech via
NSF DEL grant #0966462 (Amith, PI).

2 Creation of phonological transducer and forced alignment system via
NSF DEL grant #1603323 (DiCanio, PI).

3 ASR development via NSF DEL grants #1500738 and 1500595
(Kathol & Amith PIs). Outcome: Testing how much inclusion of tonal
information in a complex tone language enhances performance (Mitra
et al., 2016)

Outstanding issue: The transcription of the force aligned speech signal is
only as accurate as the phonological rules specified in the transducer.
Variable rules can not be applied.
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I. DNNs in Mixtec speech production

Consonant variability

[ti1G̃ı1̃ı4 j:a4 du3Gu3 Rã4] (left) vs. [ti1k̃ı1̃ı4 i3ja4 tu3ku3 Rã4] (right)

0

1000

2000

3000

4000

5000

Fr
eq

ue
nc

y 
(H

z)

t i k ĩĩ i y a t u k u ɾ ã

ti¹kĩ¹ĩ⁴ i³ya⁴ tu³ku³ ɾã⁴

Time (s)
0 1.001

0

1000

2000

3000

4000

5000

Fr
eq

ue
nc

y 
(H

z)
t i k ĩĩ i y a t u k u ɾ ã

ti¹kĩ¹ĩ⁴ i³ya⁴ tu³ku³ ɾã⁴

Time (s)
0 1.89

‘...the sour tamale again, then.’
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I. DNNs in Mixtec speech production

Variable obstruent lenition

This lenition is not predictable by rule; stops always have closure in elicited
speech (DiCanio et al., 2019).

What predicts this lenition in Yoloxóchitl Mixtec? Can we model it?

Stops may be produced with variable degrees of lenition in spontaneous
speech. (Bouavichith and Davidson, 2013; Davidson, 2011; Hualde et al., 2011; Katz, 2016;
Katz and Fricke, 2018; Katz and Pitzanti, 2019; Lewis, 2001; Torreira and Ernestus, 2011;
Warner and Tucker, 2011)

Across languages, manner/voicing lenition is more common in word-medial
position and in the onsets of unstressed syllables than in word-initial
position or in the onsets of stressed syllables. What about here?

DiCanio (UB) Phonetics and DEL/DLI 1/3/20 10 / 37



I. DNNs in Mixtec speech production

Scientific outcome

An examination of 107 minutes of force-aligned speech reveals that voicing
lenition is more common in word-initial position than in word-medial
position (DiCanio et al., 2017).
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Novel finding! Previous work argues that lenition is resisted at word
boundaries (Katz and Fricke, 2018; Katz and Pitzanti, 2019).
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I. DNNs in Mixtec speech production Categorizing/modelling surface variation

Can we model this lenition?

We examined 89 minutes of corpus used for voicing/lenition study and
coded 4472 stop tokens (/t, k/) for lenition type.

AUTOMATIC DETECTION OF EXTREME STOP ALLOPHONY IN MIXTEC
SPONTANEOUS SPEECH

CHRISTIAN DICANIO, WEI-RONG CHEN, JOSHUA BENN, JONATHAN AMITH, AND REY CASTILLO
GARCÍA

One of the noticeable characteristics of spontaneous speech in comparison with careful speech is
the higher percentage of lenition in the production of stop consonants. For example, among AAVE
speakers, certain stops (/k, d/) may be produced as voiced approximants in phrase-final position
(Davidson, 2011). In di↵erent dialects of Spanish, full or partial voicing of voiceless stops /p, t,
k/ is observed more often in spontaneous than in read speech (Hualde et al., 2011; Lewis, 2001;
Torreira and Ernestus, 2011). In this paper, we describe a pattern of extreme obstruent lenition
observed in a spontaneous speech corpus of Yoloxóchitl Mixtec [jolo"sotSitl

˚
"mistEk] (henceforth

YM). YM is an Oto-Manguean language spoken in southern Mexico which possesses a small
consonant inventory /p, t, k, tS, s, S, m, n, mb, nd, Ng, l, R, w, j/ (Castillo García, 2007). Stops are
always voiceless unaspirated in careful speech contexts and do not show any conditioned allophony
(Castillo-García, 2007, DiCanio et al, submitted), but an examination of a corpus of hand-aligned
spontaneous speech (107 minutes, 6919 stop tokens) reveals a vast amount of lenition, summarized
in Table 2 for stops /t, k/.

Table 1. Distribution of stop allophones in YM corpus

Vcls Partially Voiced Voiced Voiced Nasal Tap Deleted
stop vcd stop stop fric. approx.

/t/ 17.9% 33.0% 21.2% 15.8% 2.7% 6.6% 1.2% 1.6%
/k/ 15.3% 20.0% 16.4% 33.5% 7.9% 1.5% NA 4.8%

Table 2. Distribution of stop allophones in YM corpus

Realization Stop Voiced
/t/ 72.1% 49.1%
/k/ 51.7% 64.7%

The corpus data reveals that voiced or semi-voiced allophones are very frequent and non-
occluded variants are also common. With respect to manner of articulation, /t/ and /k/ were pro-
duced as stops 72.1% and 51.7% of the time, respectively.

One challenge for the phonetic analysis of corpus data is the substantial commitment necessary
for carefully transcribing and categorizing variable allophones like those shown in Table 2. The
current corpus of YM speech contains 100 hours of phonologically-transduced and force-aligned
segmentation, but this variable allophony is not captured. To address this concern, we trained sev-
eral supervised deep neural network models on YM stop allophone categorization. The acoustic
signals of each instance of stop segment were extracted from running speech and transformed into
20 coe�cients of MFCCs for each window. Each MFCC coe�cient was standardized, rescaled,

1

Predicting surface phonetic variation not only permits greater detail in the
speech corpus, but allows one to examine low-level variation in speech
production without needing to code the acoustic data by hand.
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I. DNNs in Mixtec speech production Categorizing/modelling surface variation

Methods: DNN modelling

We can use the allophonic labelling from the 4,472 stop tokens to
train DNNs (Deep neural networks) to categorize surface phonetic
allophones.

Six models trained: 2-way, 3-way, 4-way models on /t/ and on /k/;
(500 nrns) (Hinton et al., 2012).

20 MFCC coefficients extracted from each hanning-windowed (10 ms,
2ms step) acoustic signal (48 kHz > 16 kHz) for each stop token.
MFCCs were standardized, normalized, and rescaled.

Models trained on 80% of data, fine-tuned on 10% cross-validation
set, and tested on remaining 10% (random split).
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I. DNNs in Mixtec speech production Categorizing/modelling surface variation

2-way categorization

High accuracy found – stop vs. non-stop
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I. DNNs in Mixtec speech production Categorizing/modelling surface variation

4-way categorization

Good accuracy found – voiceless stop vs. voiced stop vs. fricative vs.
sonorant (nasal or approximant).
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I. DNNs in Mixtec speech production Categorizing/modelling surface variation

Annotation/Scientific Outcome:

DNN models can detect allophones from spontaneous speech despite
limited training data.

Excellent stop/continuant identification, though approximants were
more poorly identified. The four-way model showed good performance
in voiceless-voiced stop identification.

Larger intellectual impacts:
Detection of stop/continuant distinction important for the diagnosis of
childhood apraxia of speech (Davis et al., 1998).
Automatic detection of surface phonetic variation is generally relevant
for questions in prosody, speech articulation, and sociolinguistics.
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II. Alignment and corpus tonal variation

II. Forced alignment

What about the step of segmenting the speech corpus? This is useful for
dictionary work, usage-based linguistic analysis, discourse analysis, and
other research areas.

Most alignment systems are trained on major languages, like English,
Spanish, French, and Mandarin Chinese.
(Adda-Decker and Snoeren, 2011; Lin et al., 2005; Malfrère et al., 2003; Yuan and Liberman,
2008, 2009)

Creation of alignment systems has become easier with under-resourced
languages.
e.g. in Gaelic (Ní Chasaide et al., 2006), Kaqchikel (Tang and Bennett, 2018), Tongan (Johnson
et al., 2018), Uspanteko (Tang and Bennett, 2019), and Xhosa (Roux and Visagie, 2007).
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The Itunyoso Triqui corpus

The Itunyoso Triqui Corpus

Otomanguean, spoken in Oaxaca, Mexico (∼2500 speakers).
Running speech: 25 hours of transcribed personal narratives, stories,
and folklore; 31 speakers, collected between 2013 - 2017.
Initial transcription done by trained native speakers, subsequent
revision with PI (DiCanio).
Phonological/phonetic fieldwork (DiCanio, 2008, 2010, 2012c,b,
2016).

Challenges for alignment - laryngeal complexity and occasional
code-switching with Spanish.
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The Itunyoso Triqui corpus

Itunyoso Triqui phonology
(DiCanio, 2008, 2010, 2016)

Elaborate consonant inventory (glottalized sonorants, singleton-geminate
contrast, coda glottal consonants).

Nine contrastive tones on root-final syllables.

 Tonal classes in Itunyoso Triqui person morphology       231

Table 3: Surface tonal contrasts on different rime types in monosyllables

Open syllable Coda /h/ Coda /ʔ/
Tone Word Gloss Word Gloss Word Gloss
/4/ yũ4 ‘earthquake’ yãh4 ‘dirt’ niʔ4 ‘see.1DU’
/3/ yũ3 ‘palm leaf’ yãh3 ‘paper’ tsiʔ3 ‘pulque’
/2/ ũ2 ‘nine’ tah2 ‘delicious’ ttʃiʔ2 ‘ten’
/1/ yũ1 ‘loose’ kãh1 ‘naked’ tsiʔ1 ‘sweet’
/45/ toh45 ‘forehead’
/13/ yo13 ‘fast (adj.)’ toh13 ‘a little’
/43/ ɾa43 ‘want’ nnãh43 ‘mother!’
/32/ ɾã32 ‘durable’ nnãh32 ‘cigarette’
/31/ ɾã31 ‘lightning’

Table 4: Tones on disyllabic words (from DiCanio 2008)

σ2 /4/ /3/ /2/ /1/ /43/ /32/
σ1
/4/ ku4tu4 ta4ko3 X X sna4ŋɡa43 X

‘owl’ ‘dry (tr.)’ ‘day of the dead’
/3/ ka3to4 ta3kã3 tʃi3nũ2 ku3 t su1 ka3sti43 ti3ni32

‘shirt’ ‘hill’ ‘bat’ ‘rotten’ ‘oil’ ‘nopal cactus’
/2/ X ya2ko3 ru2ku2 X X ka2mi32

‘poor’ ‘behind’ ‘car’
/1/ X ta1mã3 X ku1nu1 X X

‘bug’ ‘deep’

only be preceded by tones /2/ or /3/. Tone /3/ may be preceded by any of the level
tones and tone /1/ only by tones /3/ or /1/. Note that tone /31/ does not occur in
polysyllabic words. Each of these patterns holds regardless of whether there is a
coda /h/ or /ʔ/ on the final syllable.

Table 5 shows the tonal patternswhich surface ondisyllabicwordswith afinal
glottal consonant. With the exception of tone /45/, no contour tone may surface
on a closed syllable in a polysyllabic word. Note that tone /1.3/ does not surface on
words with a coda /ʔ/. Importantly, what both Tables 4 and 5 show is that tones
/4/, /43/, and /45/ never co-occur with tones /2/, /1/, /32/, and /13/ on uninflected
IT words.
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The Itunyoso Triqui corpus

Collaboration - Creating an aligner for Triqui

Issue #1: Creation of pronunciation dictionary for Triqui interspersed with
Spanish loanwords.
Issue #2: Vowel-glottal segmentation is generally bad, so we treated vowels
with glottal codas as gestalts, e.g. /aP/ is a single phone, not /a/+/P/.
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The Itunyoso Triqui corpus

How to assess alignment

Figure 1: Histograms of absolute differences (on log scale) between force-aligned word and phone boundaries using MFA-LS aligner
and gold-standard annotations. Dashed line is at 1/2 frame rate (5 msec), which is a lower bound on average absolute difference.

tated.) Second, phone boundaries, for each phone boundary of
CVC words in either dataset, that corresponds to a manually-
annotated boundary. For Buckeye, this is all four boundaries
(denoted .CVC, C.VC, CV.C, CVC.). The CVC words in Buck-
eye were those from the list of [25], with the additional criterion
of having all three segments realized in some way according
to the manual transcription. For Phonsay, the boundaries were
C.VC, CV.C, and CVC. for the target word in every sentence.

3.2. Aligners and training

Our evaluation uses MFA and two HTK-based aligners which
are currently used in language research: FAVE, the most
widely-used aligner in recent work, and Prosodylab-Aligner
(PLA). PLA and FAVE are used as representative of aligners us-
ing GMM-HMM monophone acoustic models5 without speaker
adaptation, which are and are not trainable, respectively. Many
existing aligners fall into these two categories (e.g. [6, 7, 8, 15]).

In order to minimize out-of-vocabulary words for PLA and
FAVE, the pronunciation dictionaries which ship with each of
the three aligners were combined into one Arpabet-based dic-
tionary, which was used across all three aligners for training
(MFA, PLA) and alignment (MFA, PLA, FAVE).

Both MFA and PLA were trained in two ways: on the Lib-
riSpeech corpus, and on the corpus to be aligned: Buckeye
(the subset without unknown words) or Phonsay. For training
on LibriSpeech, MFA was trained on the full corpus (⇠1000
hours), while PLA was trained on the ‘clean’ subset (⇠450
hours), due to technical difficulties in HTK training on large
datasets. For training on Buckeye, we treated the corpus as
if only utterance boundaries and the orthographic transcrip-
tion were known, to simulate the most common case in align-
ing speech in linguistic research. We refer to the resulting
trained aligners as MFA-LS, MFA-Retrained, PLA-LS, and PLA-
Retrained, where the “retrained” aligners refer to the version
trained on Buckeye or the version trained on Phonsay, when dis-
cussing each corpus. We also used the existing version of FAVE,
which uses acoustic models trained on the SCOTUS corpus
(25 hours) [26]. Thus, our experiments compare five types of
aligner (MFA-{LS, Retrained}, PLA-{LS, Retrained}, FAVE).

Each type of aligner was applied to align the Buckeye and
Phonsay datasets, resulting in predicted word and phone bound-
aries. Note that we did not split the datasets into training and

5While it is possible to use triphone models in HTK, all distributed
software packages for alignment use monophone models.

Table 1: Accuracies at different tolerances (percentage below
a cutoff) for absolute differences between force-aligned bound-
aries using MFA-LS aligner, and gold-standard annotations.

Tolerance (ms)
<10 <25 <50 <100

Word boundaries (Buckeye) 0.33 0.68 0.88 0.97
Phone boundaries (Buckeye) 0.41 0.77 0.93 0.98
Phone boundaries (Phonsay) 0.36 0.72 0.88 0.95

test sets, as the common use case for a trainable aligner is to
simultaneously train on and align the entire dataset of interest.

Our evaluation considers two subsets of the predicted
boundaries, described above: word boundaries (Buckeye only),
and phone boundaries (Buckeye and Phonsay). The metric we
use for accuracy of a force-aligned boundary is the absolute dif-
ference (in msec) from the manually-annotated boundary.

3.3. Results

Our results address questions (1)–(3): how good are MFA’s
alignments ‘out of the box’ compared to hand annotation, and
do the more complex architecture and trainability of MFA lead
to more accurate alignments?

3.3.1. Alignment quality

We first consider the performance of MFA-LS, which is the ver-
sion distributed with the current version of MFA. Performance
on the two datasets approximates the performance a user can
expect if MFA-LS is applied to lab (Phonsay) or conversational
(Buckeye) English data, without retraining.

Figure 1 and Table 1 show the distribution of manual/force-
aligned differences, for each kind of boundary, for the two
datasets. The distributions of differences are highly right-
skewed, as for other forced aligners [8, 26]: 2–5% of tokens
have differences of at least 100 msec, while about 90% have dif-
ferences of less than 50 msec. Table 2 (row 1) gives the mean
and median of manual/aligned boundary differences for each
case. These measures can be compared for the Buckeye corpus
to differences between human transcribers reported by [27]—
bearing in mind that the set of word and phone boundaries used
there differs from the set used in our evaluation.

For word boundaries, the mean manual/aligned difference
is 24 msec, which is comparable to 26 msec intertranscriber

(McAuliffe et al., 2017)
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The Itunyoso Triqui corpus

Annotation outcome: Assessing the Triqui aligner

Built an aligner on larger portion of the corpus and then tested it on 33.8
minutes of speech.

Tolerance 10 ms 20 ms 30 ms 40 ms 50 ms
% phones in corpus 46.7% 77.1% 89.2% 93.7% 95.9%

These results are noteworthy since the aligner is (a) partially multilingual
and (b) manages to align glottalized segments (c.f. DiCanio et al. (2013)).

What can the alignment be used for? Tonal recognition benefits from
production variability research (Lin et al., 2018).
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The Itunyoso Triqui corpus

Scientific outcome - corpus tone production

Replication of (DiCanio, 2012a) examining the effect of glottal consonants
on tone with force-aligned spontaneous speech from 2 female speakers.
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Discussion

Discussion/Conclusions

Scientific outcomes emerge both from the annotation process (DNN model,
forced alignment model) and as a result of it (segmental lenition, tone
production).

The phonological/phonetic annotation pipeline provides a unique set of
collaborative opportunities for language documentarians,
phoneticians/phonologists, and computationally-oriented researchers.

The outcomes of this collaboration can extend beyond each research area,
more generally demonstrating the value of language documentation to
scientific research.

DiCanio (UB) Phonetics and DEL/DLI 1/3/20 24 / 37



Discussion
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Appendix A: Yoloxóchitl Mixtec

Appendix A: Methods

Corpus of 6 speakers (3 male, 3 female) producing spontaneous
narratives in YM, totalling 107 minutes; force-aligned and corrected.

Analysis of duration and percentage of voicing (our measure of
lenition) during constriction/closure for /t, k, kw, s, S, h, tS/. A total
of 7892 segments were analyzed.

Words here were coded by stem position (initial, medial, final syllable),
and word size (monosyllabic, disyllabic, polysyllabic).
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Appendix A: Yoloxóchitl Mixtec

Duration was extracted with an existing Praat script and voicing was
extracted with a script written for Matlab. The percentage of voicing
during constriction was calculated using a normalized low frequency
energy ratio (Kasi and Zahorian, 2002).

Two separate statistical analyses were run using lmerTest (Kuznetsova
et al., 2017), one with duration as the dependent variable and another
with percentage of voicing as the dependent variable.

In each model, word size, word position, and consonant were treated
as fixed effects while speaker and item were treated as random effects.
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Appendix A: Yoloxóchitl Mixtec

3-way categorization

Higher accuracy found – stop vs. fricative vs. sonorant (nasal or
approximant). Sonorant realizations tend to be categorized as fricatives.
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Appendix B: Itunyoso Triqui

What is forced alignment?

An automatic method of text-speech alignment.

Recognition of the speech signal is performed using a hidden Markov model
(HMM), with the search path constrained to the known sequence of
phonemes.

Because a Viterbi search can yield the locations of phoneme-based states
as well as the state identities, phonetic alignment can be obtained by
constraining the search to the known phoneme sequence.

It is “forced alignment” because the alignment is obtained by forcing the
recognition result to be the proposed phonetic sequence.
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Appendix B: Itunyoso Triqui

Triqui grammar/phonology

Final syllables are bimoraic; they may be closed with a glottal coda
(/CVh, CVP/) or open with a long vowel (/CV:/).
Final syllables are prominent; most of the phonological contrasts occur
on them. Vowels and consonants may be reduced elsewhere.
Tone has a high morphological load in the language, marking person,
verbal aspect, and a few other distinctions.

tʃa⁴³  'to eat (PERF)'   tʃa²  'to eat (POT)' 
tʃah⁴  'I ate'    tʃah¹  'I will eat' 
tʃa⁴¹=ɾeʔ¹ 'You ate'     
tʃah³  '(aforementioned) ate'  tʃah²³  '(aforementioned) will eat' 
tʃoʔ⁴  'We ate'   tʃoʔ²  'We will eat' 
 
 
nũ³ ki¹ɾiʔ¹  ʈʂa³ tʃoʔ²  ɾah⁴  IPA 
nun3  ki1-rih1  chra3  choh2   raj4  Practical transcription 
NEG POT-get tortilla eat.POT.1P believe  Gloss 
'We couldn't find (any) tortillas for us to eat, I think.' Translation 
 
tːũh² tu³kʷa³tʃiʔ³ a³ʔnĩh⁵=neh³  ɾĩãh³  nã² ju³βe³² 
ttunj2 tu3kwa3chih3 a3hninj5=nej3 rianj3  nan2 yu3be32 
eight pair.of.thread insert=3P  in.3PS  then 
'Eight pairs of threads they put in it then.' 
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Montreal Forced Aligner

In order to force align speech with MFA, one needs the following:

1 sound recordings with minimal sampling rate of 16 kHz
2 corresponding TextGrid files with identical names
3 Pronunciation Dictionary*
4 MFA software itself (out of the box)
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What does the Corpus look like?

The content of a speech corpus can play a big role in the necessary steps in
training and utilizing a forced aligner model.

Is the corpus primarily natural discourse or the results of controlled
experiments?

In the former case, must decide what to with the following:

Code Switching/Mixing
Disfluencies

If you decide to disregard these phenomena, they must be removed from
the TextGrids before running MFA.

However, it may be a good idea to keep this data, especially if your
corpus is modest.
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Preparing the data - TextGrids

Beginning with ELAN annotations, we created and utilized a Python script
create a new surface-true tier for each speaker in a recording.

Remove edited insertions, i.e. annotation of either intended or
unintended elided elements.
Remove coding which identifies text as disfluencies or as Spanish
Remove all tiers that are not the actual transcription
Treat all non-linguistic annotation, e.g. laughing, coughing as spn
Export new tiers to TextGrid file

taj13 ki3hyaj3 nni4=(reh1) yoj3 → taj13 ki3hyaj3 nni4 yoj3

be4=nih2unj4 ku3man4 **sesenta* ni2 **sesenta y cinco* bin3 →
be4 nih2unj4 ku3man4 sesenta ni2 sesenta y cinco bin3
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Considerations for constructing an aligner

We must construct a pronunciation dictionary; a mapping between the
transcription and the surface phonological shape.

Example: ‘sit’ SS IH1 TQ (Arpabet)

There are existing pronunciation dictionaries for well-studied languages like
English and Spanish, but none for most endangered languages.

For Triqui words, Python scripts were used to create a pronunciation of
each word encoded in X-SAMPA. We decided that certain rimes difficult to
segment would be treated as one phone segment.

ni2 → n i∼
bin3 → B i∼
ki3hyaj → k i ?J aH
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1. (...) marks elided speech 
 taj13  ki3hyaj3 nni4=(reh1) yoj3    
 like.so did  mother=2S then 
 'Your mother did (it) like that then.' 
 
2. **...* marks another language 
 be4=nih2unj4 ku3man4 **sesenta* ni2 **sesenta y cinco* bin3 
 TOP=PL.1P PERF.exist sixty  and sixty five  be 
 'We were (there) in (19)60 and (19)65, it was...' 
 
3. [...] marks disfluencies 
 ta1ranh3 nej3  sinj5 bin3... [ranh] 
 all  3P people be ?? 
 '...all of them that were there' 
 
4. Loanwords use Triqui orthography 
 sa4na43 'manzana' (apple) 
 skwe4la43 'escuela' (school) 
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Preparing the data - Dictionary

Although technically, MFA can run without a pronunciation dictionary, in
most cases this is a crucial element of training an aligner.

The function of the pronunciation dictionary is to tell MFA what sounds to
look for when encountering a particular word.

Itunyoso Triqui orthography is relatively shallow and surface-true but we
decided to create a dictionary for the following reasons:

1 Wanted MFA to disregard tone
2 The grapheme <n> serves two functions in this orthography, the nasal

stop [n], e.g. ni2 [ni2] ‘and’ and to indicate that the preceding vowel is
a nasal vowel, e.g. bin3 [B̃i3] ‘to be’.
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Developing the Dictionary - Triqui words

With Python scripts, we collected all the transcriptions from all the
recordings in the corpus.

These were then separated into Triqui and Spanish data and both sets were
then tokenized to create a word list of unique word forms, including partial
words.

For Triqui words, scripts were used to create a pronunciation of each word
encoded in X-SAMPA. We decided that certain rimes difficult to segment
would be treated as one phone segment.

ni2 → n i∼
bin3 → B i∼
ki3hyaj → k i ?J aH
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