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Abstract. This paper provides an ontological analysis of built environments. It shows that bound-
aries are ontologically salient features of built environments and that there are different kinds of
boundaries that that need to be considered. It discusses in particular the important role of fiat bound-
aries. At the level of objects built environments are formed by partition forming objects and popu-
lated by non-partition forming objects. The underlying partition structure is the main organizational
structure of a built environment. Non-partition forming objects are potentially movable and their
movement is constrained by the barrier properties of the boundaries of other objects forming or
populating the environment.

This paper argues that the qualitative formalization of built environments needs to take into account:
(1) the fundamental role of boundaries, (2) the distinction between bona-fide and fiat boundaries and
objects, (3) the different character of constraints on relations between these different kinds of bound-
aries and objects, (4) the distinction between partition forming and non-partition forming objects,
and (5) the fundamental organizational structure of regional partitions. It discusses the notion of
object-boundary sensitive rough location and shows that a formalization based on this notion takes
these points into account.

1. Introduction

Imagine a computer program (1) that generates plans that look like plans of built environments [Lyn60]
like shopping malls, airports, or parking lots (See, for example, the left part of Figure 1.). Program (1)
generates configurations of lines of different style and width within the Euclidean plane. It is certainly
not too hard to imagine the existence of such a program. Suppose our task is to design another computer
program (11), which checks (1) whether or not a plan generated by (1) can possibly be a plan of a built
environment and (2) in case the plan represents a built environment whether or not this environment can
be apprehended easily by human beings.

In order to fulfill task (1) we need a (hopefully small) set of sufficient conditions of what it means
to be a plan of a built environment. This assumes (a) that we understand the language of plans of built



environments, i.e., the meaning configurations of lines of different kinds constituting a plan of a built
environment and (b) that we are able to formulate our conditions, i.e., axioms, in terms of this language.

In order to fulfill task (2) we need to describe formally (a) what it means for a human being to
apprehend an environment and (b) what easy means in this context. Obviously, task (2), as stated above
is, much too hard to be solved. In order to simplify it we consider human navigation in built environments
and ask what it means for a built environment to be easy navigationable, i.e., what it means for a built
environment to be easy to apprehend with respect to the fulfiliment of a navigation task. We call this task
(27). Built environments that are easy to navigate are of great practical importance, for example, if we
have to deal with emergency situations. Ease of navigation is important in the design of airports. A priori
knowledge of where people go in a given situation is important for the product placement in shopping
malls. Obviously, program (1), even in its simplified version, performing task (1) and (2’), would be of
great practical value.

Human navigation and wayfinding in general and in built environments in particular has been studied
extensively in the past in architectural design, e.g., [GLM83, GBLS86], in Artificial Intelligence, e.g.,
[Kui78, MD84, LZ89, Eps97] and in Cognitive Science, e.g., [SW75, Gol92, HH93]. Notice that all
those people deal with navigation in real, physically existing environments.

The question addressed in this paper is different. The built environments this paper is dealing with do
not (physically) exist yet. Consequently, our approach cannot rely on observations in reality. The only
‘physical’ thing we have is a plan, P, generated by program (I). Only if program (1) decides (a) that P
represents a built environment and (b) it is easy to navigate then the environment is being built according
to P. Whatever it means to be a built environment and whatever it means to be easy to navigate, it must
be definable in the language of P and it must be decidable given P. Consequently, task (1) and (2’) rest
upon the same formal foundations and are, in this respect, closely related to each other. It is the aim of
this paper to investigate those formal foundations.

When deriving conclusions from plans of not yet existing environments about future ‘real’ envi-
ronments, assumptions about the relationships between physically existing built environments, human
cognition, and plans of built environments are made implicitly: (i) Ontologically salient features of the
environment are reflected in human cognition [Smi95a]. (ii) These features play an important role in the
way humans apprehend built environments and the way they navigate within them. (iii) This is reflected
by the way human beings or programs designed by human beings draw those plans, i.e., it is reflected
by the language used to draw a plan of an environment. Consider plans of built environments. They are
mainly made up of lines of different kind. Lines correspond to ontologically salient features in reality,
i.e., boundaries. Different kinds of lines correspond to different kinds of boundaries. Consequently, it
is possible to extract ontologically salient features of a not yet existing built environment from its plan.
In this paper ontologically different kinds of boundaries and their role in the ontological makeup of built
environments are discussed. It is shown that configurations of boundaries in an environment afford (in
the sense of [Nor88]) networks of paths along which objects can be moved within built environments
and that those paths can be deduced from knowledge about boundary configurations. In this context this
paper goes beyond [Gib79] since it takes also fiat boundaries into account.

Program (1) produces a quantitative representation of built environments based on computational ge-
ometry (e.g., [Rou94]). The analysis of plans representing built environments, performed by program
(1) will focus on qualitative aspects [FR93, Fre91, Coh97], i.e., different kinds of things [SM98], quali-
tative relations between lines [AlI83] and qualitative relations between regions [CBGG97]. At the formal
level a language based on the qualitative notion of boundary sensitive rough approximations [BS98] is



used to describe built environments. This notion provides the basis for the formal description of built
environments and for the evaluation of the complexity of navigation.

This paper is structured as follows. It starts with an informal analysis of the ontological makeup of
built environments. In Section 3 a review of the notion of rough approximations is given. In Section 4 this
notion is extended in order to describe the location of spatial objects in built environments qualitatively.
In Section 5 built environments are formalized based on these notions. The conclusions are given in
Section 6.

2. Built environments
In this paper parking lots are used as a running example for built environments. The parking lot domain

is relatively simple but its structure is rich enough to study the ontological makeup of built environments,
which is critical for a qualitative formalization. An example of a parking lot in a bird’s eye view is given

in Fig. 1.
:

Figure 1 Anempty parking lot (left). The parking lot with marked not directly observable fiat boundaries
(middle). A zoom of the entrance area (right).

2.1. Boundaries
2.1.1. Bona-fide and fiat boundaries

Following [Smi95b] we distinguish bona-fide and fiat boundaries. Bona fide boundaries are boundaries
in the things themselves. Bona fide boundaries exist independently of all human cognitive acts. They are
a matter of qualitative differentiations or discontinuities of the underlying reality. Examples are surfaces
of extended objects like cars, walls, the floor of a parking lot. Bona-fide boundaries are marked by bold
solid lines in Figure 1.

[Smi95b] describes fiat boundaries as boundaries which exist only in virtue of different sorts of
demarcation effected cognitively by human beings. Such boundaries may lie skew to boundaries of
bona-fide sort as in the case of the boundaries of a parking spot in the center of a parking lot, e.g. spots
6-15 in Figure 1. They may also, however as in the case of a parking spot at the outer wall of the parking
lot, involve a combination of fiat and bona-fide portions such as a wall at its back side, e.g., spots 1-5 and
16-20 in Figure 1.

The classification of boundaries generalizes to a classification of objects. Bona-fide objects have a
single topologically closed bona-fide boundary (e.g., the building sb in Fig. 1). Fiat objects have fiat



boundary parts (e.g., parking spot 1).

2.1.2. Observability of fiat boundaries

Fiat boundaries like the front boundaries of parking spots or the boundaries of entrance area (lower
dashed ellipse) and the exit area (upper dashed ellipse) are not directly observable in reality. They are
invisible but do nevertheless exist. Since fiat boundaries are not perceivable by the senses they need to
be made visible or the environment must force all people to perceive them in places the designer wanted
them to be.

Consider parking spot 15. It is located in the middle of the parking lot where no bona-fide boundaries
are around (except the floor). When designing the parking lot the designer divided the space into parking
spots. Parking spots are fiat objects. In order to be perceivable by other people the back, left, and right
boundaries are marked by (usually white) paint (the thin solid lines in Figure 1). The front boundary
of the parking spot is not marked but every human being knows that it is located at the straight line
connecting the ends of the left and right boundaries. Non marked and hence invisible fiat boundaries are
marked by dashed lines in the middle part of Figure 1. Consider the upper boundary of the side road,
sr. When you cross this boundary then you are leaving the main road, mr. The lower boundary of the
side road is more significant. Traffic rules force you to give way to cars on the main road when you are
leaving the side road, i.e., when crossing the boundary between side and main road.

Plans of built environments to be analyzed by programs rather by human beings must contain all
boundaries even if they are not directly observable in reality. Consequently, plans of built environments
generated by program (1) and analyzed by (II) must look like the middle part of Figure 1 rather than like
the left part.

2.1.3. Co-location of boundaries

Co-location of spatial objects means that they are located at exactly the same three (two)-dimensional
region of three (two)-dimensional space at the same moment in time [CV95]. Co-location of boundary
parts means that two (one)-dimensional boundary parts of spatial objects are located at exactly the same
two (one)-dimensional region of space.

Distinct bona-fide objects cannot be co-located since they cannot overlap! [CV95]. [SV99a] argue
that due to their physical structure not even their boundaries be co-located. Due to their atomic structure
the surfaces of bona-fide objects can be brought in contact, i.e., the atoms forming their surface can
come close but the atoms forming the surface of one object remain distinct from the atoms of the other.
They do not mix and do not form a shared boundary. This has the consequence that between bona-fide
objects the relation EC? (externally connected) as defined by [RCC92] can never hold [SV99a]. This
fact might seem to be only of theoretical relevance but it has important impact on the semantics of lines
used in plans of built environments. Here the co-location of lines representing boundaries of objects is
an important feature.

Distinct fiat objects of the same ontological kind cannot overlap. Fiat objects of the same ontological
kind are, for example, land properties, parking spots, and objects forming political subdivisions like
countries. As a more complex example for the non-overlap of fiat objects of the same kind consider the

1This is consistent with the observation that bona-fide objects as wholes overlap themselves and all of their parts.
2See the right part of Figure 3.3.1 for a geometric example.



intersection of 5th Avenue and 110th Street in Manhattan, New York. 5th avenue and 110th Street are
certainly examples of fiat objects® of the same kind and at first sight it might seem that both objects do
overlap. So what happens at the intersection of 5th Avenue and 110th Street? There are traffic lights!
These traffic lights determine when ‘the intersection of 5th Avenue and 110th Street’ belongs to 5th
Avenue and when it belongs to 110th Street. Consequently both objects do not overlap, i.e., there are
no parts of them located at the same region region of space at the same moment in time#. At street
intersections without traffic lights there are complex traffic rules that determine when the intersection
belongs to which street.

The situation is different in the domain of fiat objects of different kind and fiat boundaries. Fiat
objects of ontologically different kind can be co-located [CV95]. For example, the “City of Vienna’ is
co-located with the ‘Federal State Vienna’ of the Republic Austria. Fiat boundaries of neighboring fiat
objects of the same and of different kind can be co-located [SV99a]. Consider the line separating the
objects ‘Main Road’ (mnr) and the object ‘Parking Spot 1” in the middle part of Figure 1. This line marks
the one-dimensional space, which is occupied by a part of the boundary of the ‘Main Road’ and a part
of the boundary of ‘Parking Spot 1’. Between the regions of space occupied by the objects ‘Main Road’
and ‘Parking Spot 1’ the relation EC hold. (See [SV99a] for an extended discussion.)

Boundary parts of bona-fide and fiat objects can be co-located. Consider the right part of Figure 1,
which shows a zoom of the entrance area of our parking lot. The bona-fide boundaries of the walls of
the security building and the outer wall of the parking lot are co-located with boundaries of fiat objects:
The inner boundary of the wall of the security building is co-located with the boundary of the fiat object
‘room for the security people’ (the region enclosed by the walls of the building). The back-boundary of
the fiat object ‘Parking Spot 1’ is co-located with a part of the bona-fide boundary of the outer wall of the
parking lot, which faces the interior of the parking lot. The fiat boundaries follow all the non-regularities
of the surfaces of the walls.

Above it was argued that fiat objects can have bona-fide boundary parts. More precisely one had to
say that fiat objects can have fiat boundary parts that are co-located with parts of boundaries of bona-fide
objects.

2.1.4. Barrier properties of boundaries

Consider the parking lot domain. Marked fiat boundaries afford people (in cars) not to cross despite
the fact that there is no physical barrier. Non-marked boundaries afford crossing, e.g., the non-marked
boundary of an empty parking spot ‘invites’ you to cross this boundary and park your car at this spot (if
there is no other car parked yet). People invented signs to prevent other people from crossing non-marked
fiat boundaries, think, for example, of one-way streets. In the design of parking lots and built environ-
ments in general fiat boundaries and their properties play a critical role. They provide an important
organizational structure.

Fiat boundaries can be co-located with other fiat boundaries as well as with bona-fide boundaries.
Fiat boundaries that are co-located with bona-fide boundaries ‘inherit’ some of the properties of the
bona-fide boundary they are co-located with. Consider, for example, the back-boundary of *Parking Spot

3They have fiat boundary parts, for example, at intersections.
4An interesting boundary case might be the moment the lights change in the sense of Galton’s theory of domination, e.g.,
[Gal95, Gal00] .



1" in Figure 1. Since it is co-located with a part of the bona-fide boundary of the outer wall of the parking
lot it becomes visible and inherits the property of being a barrier for other bona-fide objects.

We distinguish four kinds of boundaries: bona-fide boundaries, non-barrier fiat boundaries, two-way
barrier fiat boundaries, and one-way barrier fiat boundaries. Bona fide boundaries cannot be crossed
by other bona-fide objects (think of a car and a wall). Fiat boundaries can be crossed by bona-fide
objects. Two-way barrier fiat boundaries are supposed not to be crossed from both sides. One-way
barrier fiat boundaries are supposed not to be crossed only from one side, from the other side they can
be crossed. Non-barrier fiat boundaries can be crossed from both sides. Examples are given in Table 1.
The barrier property of bona-fide boundaries is based on their physical properties. The barrier property
of fiat boundaries is based on the barrier property inherited from co-located bona-fide boundaries or on
social rules and agreements.

Human beings cannot see the fiat boundaries. Making fiat boundaries visible and marking them such
that their barrier properties become visible is an important aspect in parking lot design and the design
of built environments in general. The way fiat boundaries are marked or signs that are assigned to them
makes these boundaries none, one-way, or two-way barrier fiat boundaries.

Consider a window made of glass. The boundaries of the window are a barrier for other physical
objects but they are not barriers for light, i.e., we cannot walk through it but we can look through it.
Consider the side boundaries of a parking spot. They are barriers for people in cars but not for people
walking through a parking lot. Consequently boundaries are barriers with respect to movement of phys-
ical objects, or with respect to movement in a car, or with respect to human vision. In the remainder
of this paper we consider bona-fide boundaries as two way barriers with respect to the movement of
other bona-fide objects. We consider barrier properties of fiat boundaries with respect to the movement
of bona-fide objects and in the parking lot domain we consider cars rather than people unless explicitly
stated differently.

kinds of boundaries | examples

bona-fide barrier the boundaries of the security building (sr) in Figure 1, the surface of a car
one-way barrier fiat | entrance of a one-way street, the boundaries forming the entrance and the exit
of the parking lot in Figure 1, the boundaries between main road (mr) and
side road (sr) in Figure 1.

two-way barrier fiat | the left/right/back boundaries of parking spots 6-15 in Figure 1.

non-barrier fiat the front boundary of a parking spot

Table 1. Barrier properties of boundaries with respect to movement of bona-fide objects.

2.2. Spatial objects forming built environments
2.2.1. Relations between objects

Built environments are populated by bona-fide as well as by fiat objects. There are three basic classes
of axioms governing the spatial objects in built environments: (O1) axioms governing spatial objects of
the same ontological kind; (O2) axioms governing spatial objects of the different ontological kind; (O3)
domain specific axioms characterizing built environments like parking lots, airports, shopping malls,



or city centers. In the remainder the axioms O1 — O3 are called ontological axioms or ontological
constraints on relations that can hold between objects in built environments.

The main axiom in group O1 is that distinct spatial objects of the same ontological kind cannot
overlap [CV95]. For example, bona-fide objects like cars and walls cannot overlap. Distinct fiat objects
of the same kind like parking spots cannot overlap either. This axiom needs refinement regarding overlap
of boundary parts: Boundary parts of fiat objects of the same kind can be co-located, e.g., co-located
boundary parts of neighboring parking spots. Boundary parts of bona-fide objects cannot be co-located
[SV99a].

The main axiom in group O2 is that distinct spatial objects of different ontological kind can overlap
[CV95]. This is not a constraint. It rather says that in general there are no ontological objections against
objects of different kinds to overlap. However, there are additional constraints on relations among parti-
tion forming objects (to be discussed below).

There are further domain specific axioms, O3, constraining relations that can hold between objects
of ontological different kind in specific built environments. Consider the parking lot domain. There are
cars and parking spots. Parking spots are such that cars can be parked in them. Parking lots are also
formed by objects like blocked areas and reserved parking spots (e.g., by and 1 in Fig. 1). Examples for
domain specific constraints on relations between objects in parking lots are: (S1) Cars are supposed to
keep blocked areas clear; (S2) Regular cars should not be parked in reserved parking spots; (S3) Cars
should be parked within parking spots.

Regarding domain specific constraints in O3 it is important to notice that constraints involving ob-
jects of ontological different kind are weaker than the constraints between bona-fide objects, constraints
between fiat objects of the same kind. Axioms deeply rooted in human intuition and the laws of logic
prohibit objects of same ontological kind to overlap. Laws of physics prevent bona-fide objects from
sharing boundary parts. Constraints involving fiat objects of ontological different kind are based on so-
cial rules and agreement and may be violated in certain situations. For example, you can die if you try
to drive through a wall. People went to war and died for their conviction that distinct countries cannot
overlap. You only get charged when you are parking on a reserved parking spot. The different character
of constraints will play an important role in the formalization in Section 5.

Constraints on relations between bona-fide and fiat objects and among fiat objects of different kind
have a complicated structure. Fiat objects may have boundary parts that are co-located with boundary
parts of bona-fide objects. Constraints involving other bona-fide objects can only be violated at fiat
boundary parts. Think of a car and a parking spot which back-boundary coincides with the wall. Laws of
physics prevent the car from crossing the back boundary of the parking spot they do not prevent you from
crossing the front, left and right boundary. Not to cross the left and right boundary is pure convention.
Consequently, constraints involving bona-fide and fiat objects or fiat objects of different kind need to be
expressed at the level of boundary segments, i.e., boundary parts that are co-located with boundary parts
of other objects, rather than at the level of objects. We will discuss those issues on a formal level in
Section 4.

2.2.2. Partition forming and non-partition forming sets of objects

Besides the (fundamental) distinction between bona-fide and fiat objects we distinguish two kinds of
objects in built environments: partition forming objects and non-partition forming objects. Partition
forming objects are objects that belong sets of objects that as wholes form (regional) partitions. Non-



partition forming objects that do not belong to such sets. A regional partition is a set of regions, which
members intersect only at their boundaries (P1) and, as a whole, sum up the whole space (P2)°.

Consider the parking lot domain. The partition forming objects form a regional partition of the three-
dimensional parking lot. Each of those objects carves out one three-dimensional region off the parking
lot whole such that there is no ‘no man’s land’ (P2) and no ‘double occupation’ (P1). Partition forming
objects are, for example, parking spots, traffic lanes, sidewalks, blocked areas keeping fire exits clear,
walls, pillars, and others more. Partition forming objects may be of bona-fide (pillars or walls) or of fiat
sort (parking spots). Consider the middle part of Figure 1. If you ignore entrance area, en, the exit area,
ez, and the visual field, v f, then you see the regional partition formed by (projections of) the partition
forming objects of the parking lot.

Non-partition forming objects overlap partition forming objects of ontological different kind. Non-
partition forming objects may be of bona-fide or fiat sort. Consider the parking lot domain. Examples
for non-partition forming bona-fide objects are cars and people. Examples for non-partition forming fiat
objects are smoking areas, the visual field (v f) in a given location or ‘the entrance area’, en, or the ‘exit
area’, ex, of a parking lot (See middle part of Figure 1).

The underlying regional partition provides the main organizational structure of a built environment.
The partition structure preserves in a qualitative manner: The environment’s main topological structure,
e.g., the adjacency of objects; Its ordering structure, e.g., relations like left and right with respect to a
shared boundary segment; The relative position of the objects to each other, like ‘in between parking
spot 2 and 4°. In built environments it is often sufficient to describe the location of non-partition forming
objects relative to the underlying regional partition, e.g., ‘carl is in parking spot 4’ or “car 2 is on the
main road’ or ‘I am on X Avenue between Y and Z Street’. In this context we assume that ‘parking
spot 4, ‘main road’, ‘X Street’, ..., refer to partition cells rather than to isolated objects. In these
examples the exact location of the object, e.g., its exact coordinates, is approximated with respect to the
underlying regional partition. The regional partition is used as a frame of reference. Using the regional
partition structure of an built environment as a frame of reference to describe the approximate location of
non-partition forming objects within it is one of the main features of the formalism that follows below.

An important point is that there is a qualitative difference between using the regional partition formed
by the partition forming objects of the environment and using an arbitrary regional partition like some
raster as frame of reference. The raster structure is independent of the structure of the environment and
cannot preserve its structure. The partition formed by the partition forming objects preserves the structure
of the environment. Using this partition structure as frame of reference reflects the ontological commit-
ment that the distinction between partition forming and non-partition forming objects exists and that
these regional partitions reflect the main organizational structure of the underlying built environments.

2.2.3. Projection onto the ground

Built environments are formed by 3-dimensional objects in three dimensional space. In the remainder
we consider only consider 2-dimensional objects in 2-dimensional space. Consequently, when we talk
about objects in built environments then we talk about their projections onto the ground. For example the
projection of a car onto the ground is a two-dimensional region. The boundaries of the projected object

SWe will be more specific about the relations between spatial objects and the regions of space they occupy in the Section 4.
In this section we use both notions synonymous.



inherit the properties (Table 1) of their originals, i.e., the boundaries of the projected region of the car
are bona-fide barrier boundaries.

In essence we assume that the projection onto the ground preserves the ontological nature of bound-
aries and that if the axioms O1 — O3 and P1 and P2 are satisfied in the projected environment then
so they are in the original environment. This implies that the projection needs to preserve the partition
structure of the environment such that spatial location in the sense discussed above can be described
equivalently.

Considering 2-dimensional projections as ‘ontology preserving’ is consistent with the fact that a built
environment first exists as an idea in the mind of a designer. Then it exists as 2-dimensional plan, which
is the major tool during the planing, design, and building process. Sometimes, in a late state of the
design, a 3-dimensional model of the future environment might exists. Only the final environment is
formed by three-dimensional objects with the properties discussed above.

2.3. Movement

An important aspect of the distinction between partition forming and non-partition forming objects is
that the partition structure is static® and that non-partition forming objects can move (like cars), or shrink
and grow (like the visual field). Objects move along paths. A path is a sequence of locations occupied at
consecutive moments of time, which corresponds to continuous movement.

Consider the parking lot domain. It is the purpose of a parking lot to let cars park within parking
spots. In order to fulfill this purpose, it must be possible to move a car from the entrance to a free
parking spot. That is: (i) There must exist a path of movement to a free parking spot without violation of
O1 — 03. This will be called the moveability axiom, M, of a built environment. (ii) It must be possible
for a human being in a car to find this path. Checking the existence of paths is an instance of problem
(1) discussed in the introduction. Deciding whether or not it is difficult or easy to find an existing path
is an instance of problem (2). In this paper we focus on problem (1). This provides the basis for solving
problem (2).

Notice that condition (i) is different from the attempt of describing the motion of objects in terms of
restrictions on permitted positions. Condition (i) singles out certain paths for certain classes of objects
and requires them to exist. It postulates that for an environment to be an environment of a certain type
there must exist certain paths that are subject to constraints. In an empty parking lot it must be possible
to drive a car to every parking spot without bumping into walls and without violating traffic rules. This
does not conflict with the fact that there might be many more paths along which you can violate traffic
rules or along which people can move.

Our aim is to describe and formalize the qualitative structure of environments rather than the behavior
of objects. We do so by postulating:

1. Constraints on relations that can hold between the components of an environment, e.g., O1 — O3,
P1 and P2;

®Notice that this is a simplification. For example, doors are (parts of) partition forming bona-fide objects and doors may be
open or closed. Consequently, the layout of an environment is not really static. In the remainder we assume that the layout of a
built environment is static in the sense that neither the location nor the type of boundary segments change. A more sophisticated
approach would be to assume static boundary location but allow for change of the type of boundary segments, i.e., the type of
the boundary changes from bona-fide barrier to fiat non-barrier if the door is opened.



2. What kind of behavior of objects must be permitted by an environment in order to be an environ-
ment of a certain kind, e.g., in a parking lot there must exist paths along which cars can reach
parking spots without violations of O1 — O3.

This will be discussed extensively in Section 5. The important point to keep in mind is that the purpose of
what follows is to formalize the qualitative structure of environments rather than the domain of objects.
Consequently we are going to describe location and change of location (e.g., movement) of objects
relative to their environment, i.e., with respect to the underlying regional partition structure. Using this
approximate description of location in terms of object-environment relations we will give axioms that
constrain relations that can hold between the components of an environment and that describe behavior
of objects must be permitted by an environment. Describing the structure of environments in terms of
object-environment relations follows the arguments in [Gib79] and [SV99b].

3. Approximating regions of space

In the previous section we discussed important structural properties of built environments that are based
on their ontological makeup. This discussion was performed in an informal way. The aim of this paper
to provide a precise formalization. Based on the previous discussion the formalization needs to take two
major points into account:

1. The fundamental organizational structure of the regional partition formed by the partition forming
objects making up the static component of the built environment;

2. The importance of ontologically grounded constraints on (qualitative) relations that can hold be-
tween the objects forming and populating it.

To satisfy the first point the formalization uses the regional partition as a frame of reference and
describes the location of all objects (partition forming and non-partition forming) with respect to this
regional partition. In order to do so the notion of rough sets [Paw82] is applied to the spatial domain.
The basic idea of rough set theory is to approximate the subsets of a set with respect to an underlying
partition of the set. Given a set X with a partition {a; | ¢ € Z}, an arbitrary subset b C X can be
approximated by a function ¢, : Z — {fo, po,no}. The value of (%) is defined to be fo if a; C b, it
isno if a; N b = @, and otherwise the value is po. In the spatial domain the (exact) location of spatial
objects is approximated with respect to regional partition of space.

Every spatial object is exactly located at a single region of space at each moment in time’ [CV95].
Consequently, we can think of the set of two-dimensional topologically regular [Req77] regions of the
plane as the set of all possible locations at which two-dimensional spatial objects can be located exactly®.
Given the set of regions of the plane, R, and a regional partition of the plane, G, regions, r € R, can
be approximated by describing their spatial relations “full overlap” (fo), ‘partial overlap’ (po), and ‘no
overlap’ (no) to the cells g; € G of the regional partition. Corresponding to the rough set approach we
get a mapping of signature v, : G — {fo,po,no}. In order to take the important role of boundaries
into account this formalism will be extended by also representing the degree of coverage of boundary
segments shared by neighboring partition cells. This will be discussed in more detail below.

"Your exact region at each moment in time is the region of space your body carves off the air.
8gpatial change makes spatial objects located at different regions of space at different moments in time.



The second point emphasizes that spatial configurations, such as built environments, can be described
qualitatively in terms of spatial relations that can hold between the objects forming the configuration.
These relations are subject to constraints due to the underlying ontological structure. In the remainder
we concentrate on topological relations, such as disconnected, DC(z, y), or partial overlap, PO(z, y)
(See Fig. 3.3.1). In the domain of objects forming built environments we assume that spatial relations
between spatial objects coincide with the spatial relations that hold between their exact regions. In the
remainder of this section we abstract from the distinction between spatial objects and their exact regions
and use both notions synonymously.

The purpose of this section is to bring together these two points, i.e., the approximate description
of the location of spatial objects with respect to an underlying regional partition and the qualitative
description of configurations of spatial objects in terms of constraints on possible topological relations.
In order to do so we start with the formalization of the rough approximation of spatial location within a
regional partition. Given two approximations, X and Y, with respect to the same regional partition we
then ask which topological relations can possibly hold between objects x and y approximated by X and
Y. This will be used in the remainder of the paper in order to give a formal account of the ontological
constraints O1 — O3 informally discussed in the previous section. The notions we are discussing in this
section were originally defined in [BS98] and [BS00].

3.1. Approximations
3.1.1. Boundary insensitive approximation

Suppose a space R of spatial regions. By imposing a partition, GG, on R we can approximate elements
of R by elements of Q. That is, we approximate regions in R by functions from G to the set Q3 =
{fo, po, no}. The function which assigns to each region » € R its approximation will be denoted «3 :
R — Qf. The value of (a3 r)g is fo if r covers all the of the cell g, it is po if r covers some but not
all of the interior of g, and it is no if there is no overlap between r and g. The elements of Q' are the
boundary insensitive approximations of regions » € R with respect to the underlying regional partition
G.

Consider the visual field, v f, in the parking lot in Figure 1. Let b; be a blocked area, ps; be parking
spots, w the world outside the parking lot®. The graph of the mapping VF = (a3 vf)° contains the
following tuples:

g €G | st |mr| b |psi|ps2| w]|...
VFg; |[po| po|po| fo [ po |nof...

3.1.2. Boundary sensitive approximation

We can further refine the approximation of regions » € R with respect to the partition G by taking
boundary segments shared by neighboring partition cells into account. That is, we approximate regions
in R by functions from G x G to the set 2, = {fo, fbo, pbo, nbo, no}. The function which assigns to
each region r € R its boundary sensitive approximation will be denoted a5 : R — QIE’;XG. The value of
(as7)(gi, g4) is fo if r covers all of the cell g;, it is fbo if ~ covers all of the boundary segment, shared

®We ignore the physical extension of the wall as bona fiat object of its own and consider it as the bona-fide boundary of the
exterior.
1O\We use lower case letters to denote objects and capital letters to denote approximations.



by the cell g; and g;* and some but not all of the interior of g;, it is pbo if r covers some but not all of
the boundary segment shared by g; and g; and some but not all of the interior of g;, it is nbo if r does
not intersect with boundary segment shared by g; and g; and some but not all of the interior of g;, and it
is no if there is no overlap between r and g;.

Let bs be the boundary segment shared by the cells g; and g;. Approximation mappings, as, apply
to configurations of regions in one and two-dimensional space. We define boundary sensitive approxi-
mation, azs, in terms of pairs of approximation mappings, as, according to the intuitive definition above:

(a57)(gi,95) = | (a3 )bs =fo  (agr)bs =po (azr)bs=no

(ag 7)g; =fo fo - -
(s r)g; = po fbo pbo nbo
(asg r)g; = no no no no

The pairs with ((as7)¢:;) = fo and ((asr)bs) # fo cannot occur since ((asr)g;) = fo means that
r covers all of g; including its boundary. If ((as7)g;) = no then the result of ((as 7) bs) does not
matter since for (as 7)(gi, gj) 7 no the region r and the cell g; must overlap, i.e., share interior parts.
The values fo, fbo, pbo, nbo, no are abbreviations for pairs (w,,ws) € Q3 x Q3. Let w be an element
of the boundary sensitive value domain ;s with w = (w,,ws). We call w, = (¢ (w,,ws)) the interior
component and ws = (¢ (w,,ws)) the boundary component of w.

Consider, the visual field, v f, and the entrance area, en, of the parking lot in Figure 1. The graphs of
the mappings VF = (asvf) and EN = (a5 en) contain the following tuples:

(9i,9;) || (br,mr) | (by,ps1) | (b1, w) | (ps1,b1) | ... | (psi,w) | ...
VF( gz,gj pbo fbo pbo fo fo
EN(gi,95) pbo nbo pbo no no

3.1.3. Semantics of approximate regions

Each approximate region X € Q§ (X € QbGSXG) stands for a set of precise regions, i.e., all those precise
regions having the approximation X. This set which will be denoted [X]? ([X]®) provides a semantics
for approximate regions [BS00]:

[XI?={r€R|azr =X}, [X]P={re€R|asr=X}

Wherever the context is clear the superscript is omitted.

3.2. Approximate operations

The domain of regions is equipped with join (union) and meet (intersection) operations, v and A. In this
section we define join and meet operations on approximations corresponding to those on regions. In gen-
eral, [BS98] showed that join meet operations on regions are approximated by pairs of greatest minimal
and least maximal operations on approximations. As examples we give the definitions of the greatest
minimal meet operation, A, and least maximal operation meet operation, A on boundary insensitive
approximations and the definitions of the operation A" on boundary sensitive approximations. A detailed
discussion of these operations and their construction can be found in [BS98] and [Bit99].

MIn case of multiple disconnected boundary segments shared by g; and g; we assume additional indices for distinguishing
them.



3.2.1. Boundary insensitive operations

First we define operations A and A on the set 23 = {fo, po, no} as shown in the left and middle table
below. These operations extend to elements of Qg; (i.e. the set of functions from G to €23) by defining
(XAY)g = (Xg) A (Yg)and similarly for A.

A |no po fo A |no po fo 9i €G st |mr | b |psi| w

VFg; po| po|po] fo |[no
no|fno no no no|no no no ENg, no | po | po | no | po
PO ho - no - po PO nopopo (VFAEN)g; |[no|[no|no|no|no
fo |no po fo fo |no po fo (VF AEN)g; || no| po | po| no |no

Consider the boundary insensitive approximations V F of the visual field, v f, and N of the entrance
area, en, in the parking lot in Figure 1 (right table above). The result of (VF A EN) approximates the
intersection of v f and en correctly. On the other hand it is easy to find regions z € [VF]andy € [EN]
with z Ay = L for which the result of (VF AEN) = L is correct'?. In general, the outcome of
the operations A and A on approximations X and Y constrains the possible outcome of the operation
zAyforz € [X]andy € [Y]inthe suchthat X AY < (a3 (z Ay)) < X AY, where < is a partial
order between approximations defined as X < Y if and only if for all ¢ € G (X g) < (Y g) with
no < po < fo.

3.2.2. Boundary sensitive operations

First we define the operations A on the set ,, = {fo, fbo, pbo, nbo,no} as shown in the left table
below.

| A [ no|nbo]|pbo]|fbo]| fo |

no [ no| no | no | no | no (9i,94) (b1,mr) | (b1,ps1) | (b1,w) | (ps1,b1)
nbo || no | nbo | nbo | nbo | nbo VF pbo fbo pbo fo
pbo || no | nbo | pbo | pbo | pbo EN pbo nbo pbo no
fbo || no | nbo | pbo | fbo | fbo (VEAEN) || pbo nbo pbo no

fo no | nbo | pbo | fbo | fo

These operation extends to elements of QbGSXG (i.e. the set of functions from G' x G to $2;) by defining
(XAY)(gi,95) = (X(9i,95)) N(Y(gi,94)). The definition of the operation A is similar and can be
found in [BS98]. The operations A and A constrain the outcome of the operation A in the sense
discussed above. Between the elements of €2, the following order holds: fo > fbo > pbo > nbo > no.

Consider the boundary sensitive approximations V F' of the visual field, v f, and EN of the entrance
area, en, in the parking lot in Figure 1. A Part of the graph of their least maximal meet, A, is shown in
the right table above.

3.3.  Approximate relations

Binary topological relations between regions (RCC relations), such as disconnected, DC(z, y), partial
overlap, PO(z, y) (Figure 3.3.1) are important for the qualitative description of spatial configurations. In
the context of this paper it is important to consider the relations that can hold between regions z € [X]

2Depending on the context the symbol L either refers to the empty region or to the function that yields no for all g; € G.



and y € [Y] given the approximations X and Y. Formal descriptions of qualitative relations between
spatial regions have been widely studied in the literature, e.g., [EH90, CBGG97].

[BS00] propose a specific style of defining RCC relations between regions z and y, which can be
generalized to define relations between approximations X and Y. They define RCC relations, R(z,y),
exclusively based on the outcome of the meet operation, A, applied to regions x and y. These definitions
are then generalized to approximations by syntactically replacing variables x and y ranging over regions,
by variables X and Y ranging over approximations, and by replacing the meet operation A on regions by
minimal and maximal meet operations A and A on approximations. This yields minimal and maximal
relations B and R such that Vz € [X],Vy € [Y] : R(X,Y) < R(z,y) < R(X,Y), where
the ordering < is an ordering relation between RCC-relations defined in [BS00] and discussed below.
Consequently, R and R constrain possible relations, R, that can hold between z € [X] and y € [Y].
This subsection shortly discusses those notions.

3.3.1. RCCS relations

[BS00] describe RCCS8 relations [RCC92] by defining the relationship between regions z and y using a
triple, where each of the three entries may take one of three truth values F, M, T. The scheme has the
form

(zANy# LizAhy=z,zANy=~y)

where

T if the interiors of z and y overlap, i.e.,x Ay # L
rAy% L=< M ifonlythe boundaries of z and y overlap, i.e.,z Ay = L and dz A dy # L
F  if there is no overlap between z and y, i.e.,z Ay = L and dz A dy = L

and where

T if z is contained in y and the boundaries of z and ¥ are either disjoint or identical
i.e.,x Ay =z and (éz A dy = Lordz A dy = dx)
zAy=~x =< M ifziscontained iny and the boundaries are not disjoint and not identical,
i.e.,x Ay =zand éx A dy # Landdz A dy # ox
F if z is not contained within y, i.e,x Ay # x

and where
T zAy=wyand (éx Ady= Lordz Ady = dy)
zAyry=<¢ M zxzAy=yandiz Ady # Landdz A dy # dy
F zhy#y

The meaning of z Ay # | = T is that the intersection of the interior of x and ¥ is non-empty and
the meaning of 6z A 0y = L = T is that the meet of the boundaries of = and y is empty!3. The
correspondence between triples (z Ay 2% L,x Ay = z,z Ay = y) and the RCC8 classification is given
in the table in Figure 3.3.1. The set of triples is partially ordered by setting (a1, az2,a3) < (b1, be,bs)
iff a; < b; fori = 1,2,3, where the truth values are ordered by FF < M < T. [BS00] call the

BNotice that, given that 2 and y are 2-dimensional regions, then their meet is empty, z A y = L, even if their boundaries
intersect since the result of this intersection is not a 2-dimensional region. The meet of 1-dimensional regions is empty if they
intersect in a point.



corresponding Hasse diagram (the right part of Figure 3.3.1) the RCC8 lattice to distinguish it from the
conceptual neighborhood graph [GC94].

Consider the definition of the relation DC(z,y). By Table 3.3.1wehavex Ay % L = F,z Ay =
z=F,and z Ay = y = F. Consequently, neither the interiors nor the boundaries of = and y overlap,
ie, z Ay = L and éx A éy = L, and the regions x and y are disconnected. In the case of EC(z, y)
wehavez Ay % L = M,z ANy=~z=F,andz Ay = y = F. Consequently, the interiors of =
and y do not overlap but the boundaries do, i.e., z Ay = | and dx A éy # L, and the regions = and
y are externally connected. In the case of NTPP(z,y) wehave x Ay % L =T,z Ay = z =T and
z ANy = y = F. Consequently, z is completely contained in the interiorof y: Ay # L,z Ay ==z
and since z A y # y we have éx A dy = L, i.e., z is a non-tangential proper part of y. In the case of
EQ(z,y) wehavez Ay % L =T,z Ay~z =T and z Ay =~y = T. Both regions are identical, i.e.,
rANy=xz,z Ny =y, and dx A dy = dx = dy.

cANyg L | zAy~zc | zAhy~y RCCS8

oC NG

= 0.0 -
R O

TPP
NTPP S S
TPPi O O

NTPPI
EQ DC(xy)  EC(xy) PO(xy)  TPP(xy) NTPP(x,y) EQ(X.Y)

444444
e e n T e e Bl
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Figure 2. Definition of the RCC8 relations and the corresponding RCCS8 lattice

3.3.2.  Approximate RCC8 relations

Let X and Y be boundary sensitive approximations of regions z and y (i.e. functions from G x G
to Q). [BS00] showed that based on the operations A and A pairs of minimal and maximal binary
topological relations, R (X,Y)and R (X,Y), between the approximations X and Y can be computed.
Roughly speaking, in the definitions discussed above variables x and y ranging over regions are replaced
by variables X and Y ranging over approximations and the meet operation A is replaced by A and A
between approximations. Consequently, relations between approximations are defined using the pair of
triples:

(XAY # LXAY 2 X, X AY ~Y),(XAY % L,XAY ~ X,XAY ~Y))

where A and A operations on boundary sensitive approximations, Q,,Gs and where

{T XAY #1 {T XAY #1
XAY#L={ M XAY=LlanddXA0Y #L XAY#Ll=¢ M XAY=_LlanddXAJY #L
F XAY=_1landéX A6Y = L F XAY =_1landdXAd§Y = L
and where
T XAY=Xand (X AY =LlorXAY =Y)
XA Y =X={ M XAY=XanddoXAdY # Land X AY #Y
F XAY#X



and similarly for X AY = Y, X AY =~ X,and X AY =~ Y4

The meaning of 0 X AdY # L and 6X AdY # L is the following. Assume the partial order of
the RCC8-lattice. X AJY # L is true if the least RCC8-relation that can hold between z € [X] and
y € [Y] involves boundary intersection at a boundary segment of the underlying partition G. Consider
the configurations (c) and (d) in Fig. 3. The regions z, y, and z are approximated with respect to a
partition containing the cells g; and g;. Assume z € [X] and {y,z} C [Y], with (X (g;,9;)) = fbo,
(X (g4,9i)) = pbo, and with (Y (g;,9;)) = no, (Y (g5,9:)) = pbo. For simplification we assume that
we can ignore the rest of the partition and the rest of the approximation mappings. The least relation that
can hold between regions in [X] and regions in [Y] is EC and involves boundary intersection of the
corresponding regions at the boundary segment shared by g; and g;, e.9., EC(z, y) in configuration (c).
However there may be also regions in [X] and [Y] with relations greater than EC that may or may not
involve boundary intersection at that boundary segment, e.g., PO(z, z) in configuration (d).

The formula 6X AdY # L is true if the greatest RCC8-relation that can hold between z € [X]
and y € [Y] involves boundary intersection at a boundary segment in G. An example is given in the
configuration (a) in Fig. 3. Assume z € [X] and {y, 2z} C [Y], with (X (g;, g;)) = pbo, (X (g;,9:)) =
no, (Y (gi,g;)) = no, (Y (g5,9:;)) = pbo. For simplification we assume that we can ignore the rest
of the partition and the rest of the approximation mappings. The greatest relation that can hold between
regions in [X] and [Y] is EC and involves boundary intersection of the corresponding regions at the
boundary segment shared by g; and g;. However there may be also regions in [ X] and [Y'] with relations
less than EC, e.g., DC(z, z) in configuration (b). For details see [BS00].

........

= e = =y e

Figure 3 Example configurations for § X A dY # L (configurations a and b) and § X A §Y # L (config-
urations c and d).

Eachofthetriples (X AY % L, XAY = X, XAY ~Y)and (XAY % L, XAY = X, X \Y =
Y') defines a RCC8 relation, so the relation between X and Y is measured by a pair of RCC8 relations.
These relations will be denoted by R (X,Y) and R (X,Y). Assume the ordering of the RCC8-lattice.
The relation R (X,Y) is the least relation that can hold between regions z € [X] and y € [Y]%.
Respectively, the relation R (X,Y) is the greatest relation that can hold between those regions. Further-
more, for each R € RCC8 with R(X,Y) < R(z,y) < R(X,Y) thereare z € [X] and y € [Y] such
that R(z,y) holds.

1n this context the bottom element, L, is either the value no or the function from G x G to 4, which takes the value no
for every element of G x G.
BModulo one special case which is not relevant in the context of this paper. It is discussed in detail in [BS00].



4. Boundary sensitiverough location

Every spatial object is exactly located at a single region of space in each moment of time [CV95].
This region may be a simple region of three-dimensional space, for example, think of your body and
the region of space it carves out of the air. The exact region of a spatial object may be a complex
region, consisting of multiple regions of three-dimensional space, as in the case of the exact region of
the Hawaiian islands. It may be a complex two-dimensional region, as in the case of the exact region
of a paper map representation of Hawaiian islands. For the reasons discussed in Section 2 we limit our
attention to the 2D case.

Let O be the set of spatial objects and let R be the set of regions of space. Exact location is a mapping
of signature r : O — R, which assigns to each spatial object, o € O, its exact region of space, r € R, at
a given moment of time. This exact location can be approximated with respect to an underlying regional
partition as discussed in the previous section. We define the notion of boundary sensitive rough location,
loc: O — QbGsXG, as the composition of the approximation function, as, and the exact-location-function,
r,i.e, (loco) =gt (asor)o.

The location of a spatial object within a regional partition is not only characterized by its boundary
sensitive rough location. Essentially, rough location, as introduced above, focuses on the approximation
of regions with respect to a set of (partition forming) regions. But we are interested in characterizing
the location of objects with respect to a set of (partition forming) objects. In this context we need to
consider (Section 2): (1) There are different kinds of spatial objects and different kinds of boundaries.
(2) Spatial objects have topologically closed boundaries. (3) Co-location with boundary parts of other
objects or coverage by interiors of other objects carve out boundary segments off the topologically closed
boundary wholes. (4) Co-located boundary segments may be of different kind and may interact with each
other. The description of rough location of objects needs to take these aspects into account.

4.1. Coverage of boundary segments in regional partitions

The degree of coverage of boundary segments shared by neighboring partition cells by the approximated
spatial objects plays an important role in the description of the approximate location of these objects.
Given the boundary sensitive approximation X of regions =z € [X] we can easily decide for each bound-
ary segment, (g, gj)ls, of the underlying regional partition G, whether parts of the interior, the boundary,
or the closure of regions = € [X] cover this boundary segment (Figure 4). Furthermore, we can derive
the degree of coverage, (fo,po,no), of (g;,g;) by the interior/boundary/closure of z: Let (X (gs,g;))
be the boundary component of (X (g;, g;)) and 6(X (g;,9:)) be the boundary component of (X (g, g:))
as defined in Section 3.1.2. We define 7(X, (g;,9;)) to be the approximation of the coverage of the
boundary segment (g;, g;) by regions z € [X]:

(X, (95 95)) = max(6(X (9, 95)), 6(X (95 9i)))-

Due to the definition of X we have 7 (X, (g:,9;)) = fo if 2 completely covers the boundary segment
(9i,94), ©(X, (gi,9;)) = po if z covers parts but not all of (g;,g;), and (X, (g;,g;)) = no if z

%W use the notion of an ordered pair, (g:, g;), to refer to the boundary segment shared by the partition cells g; and g;. This
slightly conflicts with the usage of (g, g;) as argument of the approximation function e, e.g., in (X (gs, g;)), where it refers
to the cells themselves. The context should make clear which interpretation is intended.



does not overlap (g;,g;). Consider configuration (a) in Figure 4: We have (X (g;,9;)) = (po,fo) and
(X(g5,9)) = (po, po). This yields 7(X, (i, g;)) = max(fo, po) = fo.

In order to derive the approximation of the coverage of the boundary segment (g;, g;) by the interior
and the boundary of the region x from its approximation X, we define an operation © : Q3 x Q3 — Q3
in analogy to the subtraction of regions in the table left below'’. Using the operation © we define the
approximation of the coverage of the boundary segment (g;, g;) by boundary parts, 7%, and by interior
parts, *, of the regions z € [X] (right below).

© |no po fo
no|no po fo (X, (9i,9) = (X, (91,95) © (X, (95,9:))

PO PO no - po (X, (9i9;) = (X, (gi95)) © (X, (9, 95))
fo | fo po no

Consider configurations (b) and (c) in Figure 4: We have (X (gi, gj)) = (po,fo) and (X (g;,9:)) =
(po, po). This yields 7°(X (i, 9;)) = foopo = poand 7 (X (i, 9;)) = 7(X (9:, 9;))©7° (X (i, 95)) =
po.

OO

Fmm———

@ (b) (0

Figure 4 The coverage of the boundary segment (g;, g;) by the closure of z (configuration a), the bound-
ary of x (configuration b), and the interior of z (configuration c).

4.2. Object-boundary sensitive rough location

In this subsection the notion of object-boundary sensitive rough location is introduced and used to for-
malize the rough location of spatial objects within a regional partition formed by a set of partition forming
objects that takes the points (1)-(4) raised in the introduction of this section into account.

4.2.1. Definitions

Let the ordered pair (g;, g;) denote the boundary segment shared by the partition regions g; and g; and
let the order of the pair-elements mean that we are ‘looking’ from the inside of g; towards g;. Let
BT = {bf, fbrn, fbour, fb2,nb} be a set of symbols referring to bona-fide barrier boundaries (bf),
one-way fiat barrier boundaries (fb;n and fboyr), two-way fiat barrier boundaries (fb2), and non-
barrier fiat boundaries (nb) as discussed in Table 1.

In Section 2.1.4 we have seen that the barrier properties of boundaries depend on the context, e.g.,
glass is a barrier for the movement of bona-fide objects but not for the spread of light and for human
vision. Consequently, each of the symbols bf, forn, fbour, fbe , and nb needs an additional index

"Notice that there is also a corresponding second operation with poSpo = po, which is not relevant in the context of this
paper.



specifying the context, e.g., an index for “barrier with respect to movement of bona-fide objects’. In the
remainder we consider barrier properties in the context of the movement of bona-fide objects if not stated
differently and omit additional indexes.

We define the set BT* = BT U {0} by enriching the set BT by the value 0. The meaning of
the symbol 0 will be discussed below. Let (locys o) be the mapping representation of the boundary
sensitive rough location of the object, o, within the regional partition G. We define the notion of object-
boundary sensitive rough location, (LOCys 0) : (G x G) — (Qps x BT* x BT*), where (locys 0)
extends in the natural way to (LOC, o) by defining ((LOCys 0) (gi,9;)) = (w, bt,, bts) if and only if
((locys 0) (gi,95)) = w™.

Assume ((LOCss 0)(gi,95)) = (w, bt,, bts). The value bt, denotes the type of the boundary segment,
of the object o, which is covered by the interior of the partition region g; (e.g., the type of part of the
boundary of z that is covered by the interior of the dashed partition cell in Figure 4 (b)). We have
bt, = 0 if w € {no,fo}, and bt, # 0 otherwise, i.e., bt, = bf if o is a bona-fide object, and bt, €
{fbin, fbouT, fbe,nb} if o is a fiat object. If o is a partition forming object, i.e., (o) € G, then we
have bt, = 0 for all (LOCs; o) (g, 9;)-

The value bt; denotes the type of the boundary segment of the object o, which is co-located with the
boundary segment (g;, g;) (e.9., the type of the bold marked part of the boundary of = in Figure 4 (b)).
We have bts = 0 if 7°((loc o) (g, g;)) = no, and bts # 0 otherwise, i.e., bt; = bf if o is a bona-fide
object and bts € {fbrn, fbouT, fbe,nb} if o is a fiat object.

4.2.2. The type of co-located boundaries

Let {o1,...,0,} be afinite set of objects that possibly have co-located boundary parts. In the remainder
capital letters are used to refer to the corresponding object-boundary sensitive rough location approxima-
tion, e.g., O1 = (Locbs 01)' Assume (Ol(giagj)) = (wlabt}abt}j)' s (On(gi,gj)) = (wnabt'gabt?)'
The boundary type of the part of the boundary of oy, which is possibly co-located with parts of the
boundaries of o, ... 0, at the boundary segment (g;, g;) is defined as: bt}s @ bt§ @ ... D btT, where the
operation @ : BT x BT — BT is defined as shown in the table left below. The operation & extends to
BT* x BT* — BT* as shown right below™®.

bty ® bty | bf fba fbin fbour  mb
bf bf bf bf  bf bt if bty = 0
bty @ bty = {

foo 1 bf foo fba o fbo i bts if bty = 0

forn | bf fba fbin  fbe forn .

foour |bf fbe fby  fbovr fhour bl @ btz - otherwise
nb bf fba fbin fbour  mb

The operation & is not defined for pairs of bona-fide boundary parts since bona-fide boundaries cannot
be co-located. It is commutative and associative, i.e., the order in which we compute the resulting type of
multiple co-located boundary segments does not matter. Boundary types are defined in certain contexts,

BNotice that extending (Iocss 7(0)) to (LOCss o) requires extending the operations A and A as well. This is omitted here
due to space limitations.

®We are going to overload the operation @ several times in this section but the context should make clear to which particular
structures it applies.



e.g., the barrier type fbo with respect to movement of bona-fide objects. The operation @ is only defined
between boundary types belonging to the same context.

Consider the visual field, v f, in the parking lot in the middle of Figure 1. In this example the
boundaries are barriers with respect to human vision, i.e., fboyr means that you cannot see beyond this
boundary (This is another example for indirectly perceiving fiat boundaries). The graph of the mapping
V' F = (LOC,s vf) contains the following tuples:

(gl7g,7) || (b17mr) | (b17p$1) | (blaw) | (p317b1) | | (pslaw) |
w pbo fbo pbo fo - fo
bt, fbour | fbour | fbour 0 ... 0
bts 0 0 bf 0 e bf

Consider the value of bts in row (by,mr). We have bt; = 0 since no segments, i.e., one-dimensional
parts, of the boundary of v f are co-located with the boundary segment (b1, mr), i.e., 7 (V' F, (by,mr)) =
no. Consider row (b;, w). We have bt; = bf = fboyr @ bf. The interpretation of the values bt, =
fbour in the rows (b1, mr) ... (b1, w) is that the boundary segment of v f carved out by b, is fbour.
The interpretation of b, = 0 in the rows (ps1, b1) and (ps1, w) is that the boundary of v f is not covered
by interior parts of ps;.

4.2.3. Sets of partition forming objects

Let {o1,...,0,} be aset of partition forming objects of an built environment BE, i.e., Gpr =
{r(o1),...,7(0on)}. There are elements of {o1,...,0,} that have co-located boundary segments, which
types ‘“interact’ in the sense discussed above. We define an operator X that computes the object-boundary
sensitive rough location of the objects {o1, ..., 0, } as a (partition forming) set®°. We define
¥{o1,...,0,} =01 ®...0 O, with

(Ox ® O1) (9i, 95) = (max(w, w'), 0, bt§ @ btf)

and with (O(gi,g;)) = (w*,0,bt%) and (Oy(gi, g;)) = («',0,bts). The interior components, bt?, are
always 0 since the o; are partition forming objects. In the end {0y, ..., 0, } has the value (fo, 0, bts) for
all (gi, gj), where bt; is the boundary type resulting from the interaction of adjacent partition elements,
(94, g5), with w0 (O, (9i, 9;)) AT (O, (91, 95)) = fo.

Consider the parking lot, PL, in the middle of Figure 1. Spatial objects have topologically closed
boundaries. Co-location with parts of adjacent objects carves out boundary segments. In parking lots
traffic rules assign fbo to side and back boundary segments of parking spots and nb to their front bound-
ary segments. The boundaries of bona-fide objects like the outer wall and the boundaries of the security
building are of type bf. Consider the side road, sr. As a fiat object it has a topologically closed fiat
boundary. Co-location with the objects sb, mr, psg, and psi5 carves out boundary segments. Traf-
fic rules assign the type fb;y to the lower boundary segment (sr, mr)"?! near the entrance, the type
fbour to the upper boundary segment (sr, mr)¢* near the exit and the type nb to all other boundary seg-
ments. Co-location with the bona-fide boundary of the security building, sb, gives the boundary segment

2\We need this operator in Section 5.3 to derive paths along which non-partition forming objects can move within a built
environment.
2The superscripts en and ez are additional indexes to distinguish the two boundary segments of sr shared with mr.



(sr, sb) the type bf. Co-location with the side boundaries of psg and psi5 gives the boundary segments
(sr,ps¢) and (sr, ps15) the type fbo. Given this we have (SR & SB) (sr, sb) = (fo,0,nb® bf = bf),
(SR @ PSg) (sr,psg) = (fo,0,nb @ fbe = fbe), (SR @ PSi5) (sr,ps15) = (f0,0, fbe), (SR &
MR) (sr,mr)®" = (fo,0, fory ®nb = fbry)?%, and (SR ® M R) (sr,mr)*® = (fo,0, fboyr ® nb =
fbouT). Consequently we have ¥{sr, sb, ps¢,...,mr} = SR® SB @ PSg® ... ® MR with

(9i,95) H sr, sb) ‘ (sr,psg) ‘ (sr,mr)e" ‘ (sr,mr)e* ‘
Spr (9i,95) || (f,0,6f) | (fo,0, fb2) | (fo,0, forw) | (fo,0, foour) | - -

5. Formalizing built environments

We are now able to formally describe the qualitative structure of built environments. In this context we
distinguish three major components:

1. The (static) layout of the built environment, which is formed by the partition forming objects.

2. A system of paths along which non-partition forming objects can move within the layout.

3. A set of possible situations, where a situation is the layout of the environment and a set of non-
partition forming objects populating the environment in a given moment of time.

Situations need to obey the ontological axioms, O1— 03 and the partition axioms, P1— P2. Furthermore
they need to be such that the non-partition forming objects populating the environment could possibly
have been moved into the location they are in this situation (axiom M). In this section we discuss formal
axioms for situations in built environments. These axioms take into account:

e The ontological salience of boundaries.

The ontological distinction between bona-fide and fiat objects and boundaries.

The different character of constraints on relations involving bona-fide and fiat objects.
The ontological distinction between partition forming and non-partition forming objects.
The barrier character of boundaries.

Formally, the axioms characterizing built environments are given in terms of object-boundary sensi-
tive rough location. In the remainder of this section the use of the notion of rough location in this context
is justified and formal versions of the axioms O1 — O3, P1, P2, and M are given. In the end the basic
components of a built environment are defined formally.

5.1. Why in terms of rough location?

In this subsection three arguments?? in favor of the formalization of build environments based on object-
boundary sensitive rough, i.e., approximate, location in opposition to a formalization based on exact
location in terms of Analytical geometry?* are given:

1. Rough location focuses on the relationships between objects and their environments and the dis-
tinction between partition forming and non-partition forming objects.

20ne could also assume (M R (mr, s7)°™) = (fo, 0, fbour) and, hence, (M R (sr, mr)™) = (no, 0, fbrx ), which would
yield the same result since fbrn @ fbrv = fbrn @ nb = fbrn.

2 Assuming that task 1 and 2 discussed in the introduction are to be performed.

2Extended by a boundary calculus similar to the one discussed above.



2. The notion of rough location is qualitative in nature. It directly represents the qualitative struc-
ture of built environments. Primitives of the language directly correspond to ontologically salient
features of the underlying reality. Furthermore primitives of the language correspond to features
perceivable in the environment®.

3. In Section 2 we discussed examples that showed that constraints on relations involving objects of
ontological different kind are much weaker than constraints on relations between objects of the
same ontological kind. In Sections 5.2 and 5.4 we will see that the notion of rough location allows
to express those kinds of constraints within an algebraic framework.

5.1.1. Focus on the structure of environments

Built environments are made up of spatial objects and have to obey the axioms governing the objects
forming and populating the environment. The notion of rough location rests upon a theory of objects
and their exact location [CV95], [BS99]. Rough location focuses on the approximate location of objects
within regional partitions. In section 2 we saw that regional partitions are formed by the partition forming
objects of the environment and that they are main organizational structure of the environment. The notion
of rough location implicitly takes the distinction between partition forming and and non-partition forming
objects and the organizational structure of the regional partition into account.

When we describe built environments in terms of rough location then objects are second class citi-
zens. The first class citizens are mappings representing the rough location of objects within their envi-
ronments, i.e., object-environment relations. In fact location mappings can be interpreted as equivalence
classes of objects sharing the same location: [(loc 01)] = {0 € O | (loc o) = (loc 01)} (Remember
Section 3).

In terms of rough location we are able to talk about the potential location of objects within an en-
vironment and we can talk about the relations that can hold between objects that possibly occupy those
locations. This means that we can talk about location in built environments without having knowledge
of objects that actually populate it. Another important point is that no matter how big the environment
might be since it is formed by finitely many partition forming objects there can be only finitely many
distinct rough locations within this environment. Consequently we can completely analyze all possible
locations even if there are (theoretically) infinitely many possible configurations in terms of objects of
different kind and scale.

5.1.2. Qualitativeness

The notion of rough location allows for qualitative representation and allows to abstract from any kind of
measurement. Furthermore, it focuses on properties that are ontologically salient and that are perceivable
in the sense discussed above. In this context we assume that topological relationships between spatial
objects, boundaries and co-location of boundary segments are observable/perceivable.

Remember the thought experiment in the introduction. We assumed a program (I) that generates
potential plans for built environments. It is fair to assume that (1) is based on standard algorithms of com-
putational and Analytical geometry. The output of (1) is quantitative and focuses on metric knowledge.

BAs discussed in Section 2, we consider fiat boundaries, like the front boundary of a parking spot, as being perceivable by
human beings. Even if one cannot see them one is able to perceive them in suitably designed built environments.



The program (I1) extracts qualitative knowledge and builds a corresponding object-boundary sensitive
rough location representation.

One might ask ‘Why do we need a qualitative description if we have a quantitative geometric
model?’. The answer is threefold: (1) The basic structure of a built environment IS qualitative. Conse-
quently, we need qualitative notions in order to decide whether the generated geometric model represents
a built environment. (2) It is the purpose of (I1) to evaluate the plan of the environment with respect to the
degree it facilitates human way finding. Human cognition is based on processing qualitative rather than
quantitative knowledge, e.g., [Fre91]. (3) Knowledge about actual situations is based on observations of
reality and is qualitative in nature. The quantitative description generated by (I) represents reality as it
is or it is planned to be. The question is not whether or not to use this quantitative description, but to
derive qualitative spatial relations between ontologically salient features, which correspond to relations
observable in reality. Given the assumption that topological relationships between spatial objects are
observable, boundaries are observable, and co-location of boundaries is observable, we are justified to
derive object-boundary sensitive rough location of spatial objects from the underlying quantitative rep-
resentation and to claim that (1) this corresponds to relations observable in reality; (2) this represents
ontologically salient features; (3) this reflects the qualitative structure of the environment.

5.2. Formalizing ontological constraints

In Section 2 we analyzed the kinds of objects, which form and populate built environments in general and
parking lots in particular. At the conceptual level we identified a number of constraints on relations that
need to hold between those spatial objects. Essentially these constraints are constraints on topological
relations that need to hold among exact regions of spatial objects of different kinds. The constraints
specify what kinds of objects and regions can overlap, and what kinds of boundaries can be co-located.
Those relations will now be expressed formally in terms of object-boundary sensitive rough location as
described in Sections 3 and 4. Using this notion we are even more specific since we take the distinctions
between bona-fide and fiat objects, the distinction between partition forming and non-partition forming
objects, and the distinctions between different kinds of barriers into account.

In the remainder of this subsection we are discussing five constraints, 7’1 — F'5. The constraints F'1
and F'2 belong to the class O1. The constraints '3 and F'4 belong to the class O2. Constraints F'1-F4 as
a set govern partition forming objects. Constraint F'5 applies to non-partition forming bona-fide objects
that are supposed to be movable within the built environment and contributes to the formal version of of
the moveability axiom M.

5.2.1. Bona-fide objects

Distinct bona fide objects do not overlap and do not have co-located boundary parts. Let o1 and o
be bona-fide objects, i.e., 01,00 € BF?. In terms of objects and their exact location we postulate
Yo1,09 € BF : 01 # 02 = DC(r(01),7(02)). In terms of rough location we define:

F1(01,02) = E(('OCbs 01), (lOCbs 02)) =DC

BRBF is a finite (but may be very large) set of things that count as bona-fide objects with respect to the definitions given in
[SV99a].



and postulate Yoi,00o € BF : 01 # 0o = F1(01,092). The location bona-fide objects, o1 and oo,
can have in an environment is such that the minimal relation between them, consistent with their rough
location (locys 01) and (locys 02), is disconnected, DC(r(01), 7(02)). There cannot exist an environment
that forces bona-fide objects to be connected?’ .

Bona-fide objects cannot connect or overlap even if they share the same rough location. But in terms
of rough location it is impossible to postulate that bona-fide objects cannot be connected. Notice the
difference: In terms of rough location we specify what an environment cannot do to bona-fide objects
populating or forming it - it cannot make them being connected. On the other hand - objects themselves
are governed by the underlying theory of objects.

Consider Figure 1. Imagine two cars on the main road. Both share the same rough location. The main
road would not be a road if it were too small for both cars to fit into it without collision (connection).
That is what we postulate in terms of rough location. But in terms of rough location we cannot exclude
the possibility for the cars to overlap. This is the business of the theory of objects.

5.2.2. Fiat objects

Distinct fiat objects of the same kind do not overlap but may have co-located boundary parts. Let o
and o, be fiat objects of kind ¢, i.e., 01,00 € F¢2. In terms of objects and their exact location we
postulate Yoi,00 € F?: 01 # 03 = DC(r(01),7(02)) or EC(r(01),7(02))). In terms of rough location
we define:

F2(01,02) = E((lOCbS 01), (lOCbs 02)) <EC

and postulate Yoy,00 € F? : 01 # 03 = F2(01,02). There cannot exist a built environment that forces
fiat objects of the same kind to overlap. As in the case of bona-fide objects, in terms of rough location it
is impossible to postulate that distinct fiat objects of the same kind cannot overlap. This is the business
of the theory of objects.

5.2.3. Partition forming objects

Let o1 and o, be bona-fide partition forming objects. In terms of boundary-sensitive rough location we
define:
F3(o1,02) = R((locys o1), (locps 02)) = DC

and postulate Yoi,00 € BF : (01 # o2 and r(o1),7(02) € G) = F3(o1,02). Due to the underlying
partition structure we are able to postulate that partition forming bona-fide objects cannot be connected.
The largest relation that can hold between two partition forming bona-fide objects is DC. Consequently,
bona-fide objects cannot be located at neighboring partition cells.

Let 0; and o9 be partition forming objects such that o, is of fiat kind and o, is of bona-fide or of
fiat kind. Boundary parts of those objects may be co-located, i.e., their exact regions may be externally
connected, EC. In terms of boundary-sensitive rough location we define:

F4(01,02) = ]%(('001,S 01), (lOCbs 02)) =EC

ZTwo objects, o1 and o, are connected if they are externally connected or they overlap, ie., (r(o1),7(02)) €
{EC,PO,TPP(i), NTPP(i), EQ} in the sense of Figure 3.3.1.
B¢ the set of fiat objects of kind ¢ in the sense of [S\V99a].



and postulate Yo, € F? Yoy € FY UBF : (01 # oo and r(01),7(02) € G) = F4(o1,02). Due to
the underlying partition structure we are able to postulate that distinct partition forming objects, which
are not both bona-fide, cannot overlap, i.e., the largest relation that can hold between them is EC.

5.2.4. Boundaries and non-partition forming objects

Let o; be a non-partition forming bona-fide object, let oo and o3 be partition forming fiat objects, and
let (r(02),7(03)) be a non-barrier boundary segment shared by o, and o3. For example, o; could be
a car, and the boundary segment (r(02),r(03)) could be the boundary segment shared by parking spot
2 and the main road, mr, or the upper boundary segment shared by the main road and the side road,
sr, in Figure 1. The boundary segment (r(02),r(03)) must wide enough to let the car o; pass through.
Otherwise it would be a (two-way fiat) barrier with respect to the movement of o;. It would become a
bona-fide barrier boundary if the neighboring boundary segments were of bona-fide type?®. Assuming
((LOCys 02) (r(02),7(03))) = ((fo,(0,bt5)) we have (((locss o1) A(locss 02)) (r(02),r(0s))) =
fbo = bts € {fba,bf} (F'5).

5.3. Built environments

In this subsection the constraints defined above are used in order to describe the components built envi-
ronments (layout, path system, situations) formally.

5.3.1. The layout

The layout of a built environment is formed by a set of partition forming objects. Formally, it is a triple
L =< G,BFg, Fg >, where G is a set of regions forming a regional partition, BF is a set of partition
forming bona-fide objects, and F; a set of partition forming fiat objects such that the following hold to
be true:

1. Yo1,00 € BFg: o1 75 0y = F3(01,02)

2. Yo € Fg,Yos € BFgUFg: o01# 03 = F4(01,02)

3. G={r(o)|oe BFg}U{r(o) | o € Fg}

4.Vgi,9;€G:giNgi#L=>9i=9;, VG=T
The axioms 3 and 4 are formal versions of the partition axioms P1 and P2, where \/ G = g1 Vg2 V. ..Vgn,
g; € G and T is the universal region U if the exterior, EXT, of the environment belongs to the partition
G otherwise T is the universal region without the exterior.

5.3.2. The path system

Let T¢ = (V, E, h)% be a directed version of the dual graph of the topological graph of the regional
partition®!, G. Consequently, every vertex, v;, corresponds to a partition element g; and h(e) = (vi, v;)

2n fact, the entrances of parking garages are usually designed such that they are bona-fide barriers for cars above a certain
size.

%A directed graph ' = (V, E, k) is a structure that consists of a finite set of vertices, V, a finite set of edges, E, and a
function h : E — V' x V which maps each edge e € E onto a tuple (p, ¢) of vertices p,q € V. h(e) = (p, q) means that the
edge e joins the vertices p and ¢ from p to q.

%1In the dual graph of the topological graph of a regional partition the partition cells are the vertices and the boundary
segments shared by neighboring partition cells are the edges. See [NC88] and [Bit99] for details. In the remainder vertexes,



refers to the boundary segment (g;, g;) where the order of the tuple interpreted as described above.
Let G be the regional partition formed by the partition forming objects of a built environment with
the layout L. The path system of the layout, 'L, is a sub-graph® of ' = (V, E,h). The graph
I't = (V! C V,E' C E, ') is defined such that for the mapping A’ : E' — (V' x V) the following
holds:
W(e') = (v;,v;) <= (5(BFg U Fg) (vj,v;)) = (fo,0,bs) and bs € {fbrn,nb}.

The edges, ¢’ € E’, correspond to boundary segments of partition-forming fiat objects of non-barrier
sort in direction (g;, g;). The vertices V' are the vertices joined by those edges. If I'L has disconnected
components then there are places within the environment to which no path exists.

Consider Figure 5. The left part shows the path system of the parking lot discussed in Section 2. The
long grey bar on the main road is the stretched vertex corresponding to the partition cell occupied by the
main road. The bold solid lines represent edges corresponding to non-barrier boundary segments. The
arrows along the edges show their direction. If there are edges for each direction then the arrows are
omitted.

Consider the right part of Figure 5. So far we considered partition forming objects as wholes. In fact
partition forming objects have parts which are caved out by fiat boundaries. Consider, for example, the
part of the main road sharing boundary parts with the parking spots 1 and 6. Remember that the main
road is a one-way street. Consequently, cars parking in parking spots 1 and 6 cannot leave the parking
spot towards the entrance. There is a one-way fiat barrier boundary connecting the left side boundary of
ps1 and the opposite side boundary of psg. The same kind of one-way fiat barrier boundary exists for
parking spots pss and ps7, ps3 and psg and so on. Taking (partition forming) parts of partition elements
into account refines the underlying regional partition and the corresponding path system and results in a
path system shown in the right part of Figure 5.

Figure 5. Path systems of a parking lot

5.3.3. Path system and movement

Let 7.(0) be the exact region of the object o at a particular moment in time, ¢, let (o) be the set of all
regions at which o was exactly located within the time interval T' = (¢1,t2), i.e., rr(0) = {ri(o) | t1 <

v; € V, and partition cells, g; € G, will sometimes be used synonymously. Multiple disconnected boundary segments are
represented by multiple separate edges.
%2 subgraph of I' = (V, E, h) is a directed graph IV with (V' CV,E' CE,h' : E' - V' x V).



t < to}, and let \/ r7(o) be the sum of all those regions. Let 'Y = (V') E’, h') be the path system of the

layout L. A path within the path system from vy to vy, T'y, ,,, = (V", E",h"), is a connected subgraph33
of I'”" beginning at »; and ending at vo. This path is a path for the object o, 1‘517”2 (0), if and only if

L R((e5(Vrr(0))), (as V{vi | h"(e") = (vj,v)),€" € B"})) = NTPP*

2. h'(e") = (vi,v;) = R((as (V rr(0))), (a5 vi)) = PO
This ensures that (\/ rr(0)) overlaps all partition cells along its path (2) and that it is a non-tangential
proper part of the sum of those cells (1). This implies that constraint F'5 is satisfied for o and the boundary
segments shared by partition cells along this path.

5.3.4. Situations

A situation in a built environment is a triple S =< L, BFs, Fs >, where L is the layout of the environ-
ment, BF is a set of non-partition forming bona-fide objects and F's is a set of non-partition forming
fiat objects. The members of both sets are populating L in situation S. In a situation S the following
holds:

1. Yoi,00 € BFsUBFg: 01 # 09 = F1(01,02);
2. Yoi,09 € Fg : ((]501 and ¢02 and o1 7& 02) = F2(01,02);

3. Vo€ BFs :3y : y= TTL(LE{%,T)@) (0).

Axioms (1) and (2) govern the non-partition forming objects as discussed in Sections 2 and 5.2.
Consider axiom (3). The symbol EXT denotes the ‘The world exterior to the environment L’
and TEYEXT s the graph representing the path system of the environment L with its exterior EXT.

Consequently, I‘f&fﬁﬁo) (o) is a path for the object, o, from the exterior to its current location. Axiom
(3) ensures that for each non-partition forming bona-fide object within the environment there exists a
path along which this object could have been moved from the entrance to its current position without
violation of O1 — O3. This is a formal version of the axiom M discussed in Section 2. Axiom (3) also

excludes cases where big objects are being assembled within an environment.

5.4. Specific built environments

In Section 2 we discussed that domain specific constraints on relations involving objects of different kind
are weaker than constraints involving objects of the same kind. They can be violated without violating
the laws of logic or physics, i.e., it is possible to violate those constraints. On the other hand the built
environment must permit the satisfaction of those constraints in order to be an environment of a given
kind.

Consider a parking lot with layout L = (G, BFg, F;) and the informal axiom S3, ‘cars need to
fit into parking spots’, discussed in Section 2.2.1. Let PSP C Fg be the set of parking spots and let
CARS C BFs be the set of cars populating the parking lot. We postulate3:

Yo € CARS,VYoy € PSP : maX{R(UOCbS 01), (|0Cbs 02)) | R ¢ RCCS} = NTPP

®Every vertex v’ € V' can be reached along directed edges. Consequently the graph ({sr, mr, ps1}, {e}, 5, e5}, h') with
K (el) = (sr,mr), B (eh) = (mr,ps1), h'(es) = (ps1, mr) is not a directed subgraph of I'".

%Since the v; refer to partition cells we have R = R. Consequently, we could also writt NT PP((\/ rr(0)), (\V{v: |
" (e") = (vi,v;)})).

%Since r(ps;) € Gwehave R = R and hence max{R(01,02) | R € RCC8} = NTPP.




This ensures that cars need to fit into parking spots. This is consistent with 30 € CARS, 304 € PSP :
PO(r(o1),r(02)), i.e., when we postulate that a parking lot must be such that cars do fit into parking
spots we do not rule out the possibility that there are cars parked across boundaries of parking spots. It
ensures the possibility for cars to be parked in parking spots.

In axiom S1 in Section 2.2.1 we demanded that it must be possible for cars to avoid blocked areas.
This is ensured by axiom 3 in Section 5.3.4. Let BA C Fg the set of blocked areas of the parking
lot. Given the barrier property of the boundary of blocked areas axiom 3 ensures that for each parking
spot, oo € PSP there must exist a path for a car oy € CARS, i.e,, I‘f(gff)j’;}(@)(ol) = (V,E,h),
which keeps blocked areas clear, i.e., Ve € E : h(e) = (vj,vj) = —~3ba € BA : r(ba) = v;. Again
postulating S1-like axioms for an environment does not conflict with the fact that there may be cars that
drive through or park in blocked areas.

6. Conclusions

This paper started with an ontological analysis of built environments. It was shown that boundaries are
ontologically salient features of built environments and that there are bona-fide boundaries that corre-
spond to discontinuities in the underlying reality and fiat boundaries that are the result of human demar-
cation. The distinction of bona-fide vs. fiat boundaries generalizes to the distinction of bona-fide and fiat
objects. Another important characterization of boundaries is their barrier character. In this context bona-
fide barrier, two-way fiat barrier, one-way fiat barrier and non-barrier boundaries were distinguished.

Built environments are formed by partition forming objects and populated by non-partition forming
objects. The partition forming objects form the static layout of the environment. There is no no-man’s
land in the layout of a built environment and no double occupation. Partition forming objects may be of
bona-fide and fiat sort. The partition structure is the basic organizational structure of a built environment.
Within the layout formed by the partition forming objects non-partition forming objects are located. They
may be of bona fide and fiat sort too.

Non-partition forming objects are potentially movable within the environment. Their movement
is constrained by the barrier properties of the boundaries of other objects forming or populating the
environment. This paper concentrated on the way partition forming objects constrain the movement of
non-partition forming objects. It was shown that boundaries of partition forming objects induce paths
along which non-partition forming objects can be moved. The paths are induced by the barrier and
non-barrier properties of the boundaries of the partition forming objects. The barrier and non-barrier
properties of boundaries are caused by constraints on relations that can hold among bona-fide objects,
among fiat objects, and between bona-fide and fiat objects.

The notion of object-boundary sensitive rough location was proposed for the formalization of the
ontological, that is the qualitative, structure of built environments. Rough location is based on the ap-
proximation of the exact location of spatial objects with respect to a regional partition in terms of relations
between objects and partition cells. Remember the thought experiment in the introduction. Given that
task 1 and 2’ are to be performed by program (l1), then there are three main arguments in favor of the
formalization of build environments based on approximate location within environments in opposition
to the formalization based on exact location of objects: Rough location focuses on the relationships
between objects and their environments; Concentrating on properties of the environment and on object-
environment-relations allows to abstract the different character of constraints on relations between the



different kinds of objects forming and populating it; The notion of rough location is qualitative in nature.

Firstly. Rough location focuses on the approximate location of objects within regional partitions
and implicitly takes the distinction between partition forming and and non-partition forming objects and
the organizational structure of the regional partition into account. When we describe built environments
in terms of rough location then objects are second class citizens. The first class citizens are mappings
representing the rough location of objects within their environments, i.e., object-environment-relations.
These mappings can be interpreted as equivalence classes of objects sharing the same rough location, i.e.,
classes of objects having the same relations to the cells of the underlying partition. Possible relations
between objects can be computed given their rough location. Constraints on relations that can hold
between objects can be expressed indirectly in terms of constraints on their rough locations. Since built
environments are formed by finitely many partition forming objects there are only finitely many different
rough locations within an environment.

Secondly. Concentrating on properties that need to satisfied by an environment and on constraints on
object-environment-relations, allows to abstract from the different character of constraints on relations
between spatial objects. The different character of the constraints on relations between objects is due to
the fact that there are constraints that are based axioms rooted in human intuition and the laws of logic,
there are constraints that are based on the laws of physics, and there are constraints that are based by
human conventions. Axioms deeply rooted in human intuition and the laws of logic prohibit objects
of ontological same kind and partition forming objects to overlap. Laws of physics prevent bona-fide
objects from being connected. Constraints involving fiat objects of ontological different kind are based
on social rules and agreement and may be violated in certain situations. An environment must permit the
satisfaction of all constraints in order to be an environment of a given kind independently of the character
of the constraints between the objects forming or populating it. This can be formulated quite naturally in
terms of rough location.

Thirdly. We assumed a program (1) that generates potential plans for built environments based on
standard algorithms of computational geometry. The output of (1) is quantitative and focuses on metric
knowledge. The program (I1) extracts the qualitative structure of the environment and builds a corre-
sponding boundary sensitive rough location representation. We argued that the important question is
to derive qualitative spatial relations between ontologically salient features, which correspond to rela-
tions observable in reality from this description and showed that this is exactly what happens when we
describe built environments in terms of boundary sensitive rough locations of objects forming and pop-
ulating them. The qualitative description allows us to capture the essence of what a built environment
is. We showed that it is justified to claim that this representation (1) corresponds to relations observable
in reality; (2) represents ontologically salient features; (3) this reflects the qualitative structure of the
environment.

To summarize: The proposed formalization of built environments takes into account: (1) the fun-
damental role of boundaries, (2) the distinction between bona-fide and fiat boundaries and objects, (3)
the different character of constraints on relations involving these different kinds of boundaries and ob-
jects, (4) the distinction between partition forming and non-partition forming objects within built envi-
ronments, (5) the fundamental organizational structure of the regional partition formed by the partition
forming objects, and (6) the importance of paths along which non-partition forming objects can move
within a built environment.

It was shown that based on the notion of boundary sensitive rough location task (1) of program
(1) can be performed, i.e., it is possible to decide whether or not a configuration of lines in the plane



represents a built environment using the axioms given in Section 5. It was also shown how to derive
paths within a build environments along which non-partition forming objects can move. This provides
the formal foundations for task (27), i.e., to evaluate those paths with respect to the complexity of the
way finding task to be solved in order to navigate along them. Subject of ongoing research in this context
is to apply the model for the evaluation of the complexity of wayfinding tasks proposed by [RE98].
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